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Introduction 

The American Occupational Structure (3.], 
aside from an enormous contribution to the 
general study of stratification, replaces 
previous scanty research on migration and 
stratification with comprehensive, systematic 
analysis. The major concern, unresolved by 
earlier work, is whether the migration process 
selects largely higher status persons or rather 
confers advantages to migrants which 
separate from whatever advantages or handicaps 
they initially possessed. These matters are 
discussed, as is the effect of place of origin 
on status in the place of destination. The 
analysis initially that greater mobility 
from father's status among migrants appears due 
to superior origins rather than mobility per se. 
Second, comparing migrants who moved between 
communities of the sire with non- migrants 
who remained in such communities, superior 
occupational status of migrants is largely, 
although not entirely, due to superior education 
and status of first job. The residual 
differences may be explained by other background 
factors; or by variations in the occupational 
structure which were not controlled by holding 
community size constant. However, it is also 
plausible to interpret this residual the 
effect of migration on occupational status, 
above and beyond the advantages originally 
possessed by migrants, regardless of an 
invariant occupational structure, i.e., given 
migrants and non- migrants with the back- 
grounds, if migrants moved to a community with 
a similar occupational structure, they would 
do better than those they left behind. 

When migration between places of different 
size (with a likely change in the occupational 
structure) is also considered, (1) migrants do 
better than those they left behind, regardless 
of where they'move --with one exception, men 
who move from a rural, non -farm community to a 
farm community; (2) migrants do better or worse 
than non- migrants at their place of destination, 
depending on whether the migrants had urban or 
rural origins. These patterns occur without 
controlling for background differences between 
migrants and non - migrants. When education and 
first job are controlled, the magnitude of the 
differences drops but is not eliminated, and 
the pattern described above remains unchanged. 
Thus, while most of the migrant /non - migrant 
status difference is due to selectivity, some 
of it can be interpreted as due to migration 
per se. If so, dim prospects can be left behind 
via migration, and opportunities at the 
destination can be turned to the advantage of 
most migrants regardless of the initial 
advantages or handicaps with which the migrants 
began. 

While Blau and Duncan's findings permit 
interpretation of an independent effect of 
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migration, their analysis did not specifically 
all for such an effect since it assumed that 
the relationships between father's occupation, 

son's education, first job, and 1962 
occupation were the same, but that migrants 
differed from non - migrants with regard to the 
means of these variables. Second, their 
analysis did not go beyond the effect of 
migration on status at an unspecified point 
in a career- -for instance, to life -long effects. 

However, the life -time pattern of occupa- 

tional achievement needs to be known first. 

The literature on occupational achievement over 
time, when cross -sectionally defined regression 
and correlation coefficients are compared, 

indicates no observable trends [7]. Given the 

obvious problems inherent in cross -sectional 
comparisons, it is unfortunate that stratifi- 
cation studies of real cohorts are largely 
non- existent. Al minor exception, the panel 
data available from the 1957 Princeton Fertility 
Study, is unfortunately limited in important 
respects to make any conclusions questionable. 
(Cf. [7]for discussion of these points; also 
[3,4] for a discussion of limitations in the 
data.) 

A less suitable alternative to following 
real cohorts is to use a synthetic cohort 
approach. The most familiar use of the 
synthetic cohort approach is that of the life 

table, where experience at a given age (e.g., 
60) is the cumulative product of all prior 
ages (e.g., 20, 30, 40, etc.). The approach 
taken in the synthetic cohort study of 
occupational achievement does combine all 
previous experiences, only father's status, 
son's education, and one or more prior 
occupations. Further, the synthetic cohort is 
not one hypothetical cohort followed over time 

(u in the life table) but rather a number of 
age groups assumed to be a single group 
observed at regular intervals over time. 
Duncan [2, p. 14] describes this process in 

terms of four age cohorts as follows: 

"Suppose we thought of the four sets 
of data as pertaining to a single 
cohort, studied at four successive 
points in time, as decade intervals. 
Then, all the data should fit into 
a single causal or processual 
sequence." 

Last, this approach estimates the relationships 
between background variables and occupational 
achievement by means of regression analysis. 
While the synthetic cohort approach suffers 
from methodological limitations, it does permit 
provisional findings which can be tested. 

Blau and Duncan [1, pp. 177 -188], find 

that for age cohorts in the 1962 study, 
(1) the direct effects of father's status and 



son's education are considerably weakened 
time passes while (2) prior occupation becomes 
more influential for lsubsequent occupation with 
the passage of time. Further, since the 
cumulative effect of earlier occupational status 
is incorporated into the modes, the proportion 
of explained variance increases with time, and 
thus implies greater determination of status 
later in a career than earlier. Similar results 
were found in a synthetic cohort model based on 
Chicago data from the Six City Survey 
[2, pp. -14]. The major difference between 
the two seta of findings is that the importance 
of prior occupational status increases at a 
fairly steady rate in the OCG data, while the 
Chicago data for cohorts 35 to 44 and older 
show a sharp jump in the importance of 
occupation ten years earlier. 

However, the adequacy of the Blau- Duncan 
causal chain model is questionable. (Featherman 
[33 indicates that the correlations could not 
be reproduced using this model). A major 
limitation of the Blau -Duncan and Duncan 
synthetic cohort models may lie in their 
simplicity. Insofar as they consider only one 
occupation prior to the occupation of interest, 
they neglect the fuller aspects of work history. 
Occupational shifts are especially common during 
the early phases of a career. Interests or 
skills developed during youth may be acted upon 
later in life if initial job preferences ulti 
mately prove less desirable than initially 
hoped or if preferable alternatives appear. 
Thus, a simple causal chain model, such as that 
used by Duncan may be too rigid a representation 
of occupational achievement processes since it 
fails to allow for either flux in careers 
indicated by high rates of job shifts between 
occupational and industrial groupings (9,10,53, 
or for correlations of about .22, .72, and .90 

between occupations held five years apart for 
man 25 -34, 35 -44, and 45 -64, respectively [83. 

The models developed in this paper are 
distinguished from previous work in that: 
(1) the effects of two prior occupations rather 
than only one on occupational attainment are 
investigated; (2) life -time career patterns are 
represented rather than occupational status at 
any single age; (3) the models are constructed 
for migrants and non- migrants separately, in 
order to determine if the relationships 
represented by the models differ according to 
migrant status. 

Data 

The data for this study are taken from the 
Six City Survey of Labor Mobility, conducted in 
1951 (9]. Complete work histories for the 
period 1940 to 1951 were obtained from all 
members in the sampled households who were 
employed at least one month in 1951. Altogether, 
over thirteen thousand sample cues of men and 
women were collected in New Haven, Philadelphia, 
Chicago, St. Paul, San Francisco, and Los 
Angeles. The subsample considered here comprises 
6820 non -veteran males of non -farm origins 
between 25 and 64 years of age as of 1951. 

2 

Data were collected on age as of 1951, 
respondents reported occupation of January 
1940, December 1944, and December 1949, 
educational attainment, and length of residence 
in city of current residence. Status of father 
and son was measured with prestige scores 
assigned to each occupational title represented 
in our sample.2 Migrant status assigned to 

persons who had mewed into one of the six cities 
since 1949, and non- migrant to those not moving 
since 1940. All analysis was done within age 
groups (since geographical mobility is highly 
dependent on age) and for groups of both 
migrants and non - migrants. 

The migrants and the non- migrants were 
subdivided into two overlapping sets of age 
cohorts. The first set included all persons in 
each of the following age intervals as of 
January 1951: 25 to 34, 35 to 44, 45 to 54, 
and 55 to 64. The second set included those 
within each of the following age intervals, as 
of January: 30 to 39, 40 to 49, 50 to 59 (the 
cohort aged 60 to 69 was dropped due to the 
small case base) . These seven age breaks 
match the points in the life cycle of the 
synthetic cohort model to be introduced below. 

The cohorts overlap (i.e., some of those 
25 to 34 are also present in the 30 to 39 
cohort), and this overlapping membership is 
true for all age cohorts. The rationale for 

overlapping the ago- cohorts lies in the larger 
case base which is thereby available for each 
age cohort. As a result, of the correla- 
tions are not independent of each other; 
however, these correlations are averaged together 
to arrive at an estimate of a single correlation. 
Otherwise, all correlations are independent of 
each other. 

Table 1 presents the age of each cohort 
at the initial date of the survey (January 1951) 
and at each of the earlier dates for which 
occupation was reported. These ages are approxi- 
mate insofar the time points are not 

separated by the length of time. Because 

this difference in interval length is unlikely 
to confound results to any significant extent, 
it has been ignored, and the length of time 
periods between observations presumed equal. 
For notational convenience, it is assumed that 
age in 1949 is the same as age in 1951, and 
that ages in 1944 and in 1940 are, respectively, 
five years and ten years younger. This 
alteration has no analytic effect or meaning. 

The Synthetic Cohort Model 

In a simulated cohort model, people born 
at different times are presumed to have the 

experiences at similar ages. That such an 
assumption is reasonable with regard to occupa- 
tional achievement is suggested by the absence 
of time trends in cross -sectional comparisons 
of stratification measures published thus far 
(see literature review in (73) . However, 
including migration may not satisfy the synthetic 
cohort assumption as easily. Migration is 
selective by age. Presumably, those who migrate 



at age fifty are different from those who 
migrate at age thirty, and the life -tins 
patterns of younger migrants may not recapitulate 
those of older migrants. If so, then, to an 
unknown extent an assumption of the synthetic 
cohort model will be violated. Even given this 
possible violation, however, something may 
still be learned from a necessarily hypothetical 
model which permits interpretations verifiable 
later with real cohorts. The purposes of this 
paper, therefore, are primarily illustrative 
and methodological rather than substantive with 
respect to the effects of migration. 

Following Duncan [2], the sets of data 
specific to the seven age cohorts have been 
treated as if they were a single cohort studied 
at seven successive points in time. The 
synthetic cohort begins with men aged 25 to 34 
and follows than throughout their work careers, 
observing their occupational status at five- 
year intervals. If represents occupational 
status at some given age, then 11 is the initial 
point of observation of occupational status for 
men 25 to 34, 12 the occupational status of 
this group five years later, when they are 30 
to 39. Likewise, 

X3 occupational status at 35 to 44, 

X4 occupational status at 40 to 49, 

X5 occupational status at 45 to 54, 

X6 occupational status at 50 to 59, 

17 occupational status at 55 to 64. 

Figure 1 (consider only the schematic diagram, 
ignoring the values for the moment) represents 
this model where X is occupation at five-year 
intervals of age educational attainment. 
Occupational attainment at any age (X) is 
treated as a function of both education (E) and 
occupational attainment at two younger ages, 
five years and ten years younger 

Xi -2' 
respectively). 

This formal model can be represented as: 

Xi- bXi- 
1 +cX1- 2 +d! +e' (1) 

Thus, for example, X b + c X + d *E + e'. 
Equation (1) is estimated far eachX by means 
of least squares regression analysis: where all 
variables are standardized (with mean zero and 
unit variance), b *, c *, d* are standardized 
regression coefficients, and e' is an error 
term. 

All of the age cohorts in Figure 1 are 
shown in Table 1. Since occupational status 
observed at each age in Figure 1 is a function 
of occupational status observed five years and 
ten years younger (as well as of education- - 
which is ignored for the moment, to simplify 
discussion), the correlations used to estimate 
equation (1) are those between occupations held 
at earlier dates by a given real cohort, when 
the cohort was five and ten years younger. For 
example, examining Table 1 for those 35 to 44 
in 1951, a correlation between occupations held 
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in 1949 and 1944 is also a correlation between 
occupations held at ages 35 to 44 and 30 to 39. 
Equivalent procedures were used to extract 
correlations between education and occupation.. 

One final comment is necessary. In 

instances, using the method just described, more 

than one correlation coefficient for pairs of 
occupations observed at different ages may be 
obtained, e.g. the correlation between occupations 
held by those 25 to 94 and 30 to 39 can be found 
in two different places -- referring back to Table 
1: (1) for those 30 to 39 in 1951, observed at 
1949 and 1944, and (2) for those 35 to 44 in 
1951 observed at 1940 and 1944. For cases in 
which correlations were available, the 
assumption was made that the two observations 
were sampling variations around some true 
correlation; to remove these variations, the 
correlations were averaged. 

Findinss 

The estimates from equation (1) are 
presented path diagrams, in Figures 1 and 2, 
for migrants and non - migrants respectively. The 
regression coefficients b *, d* are the values 
near the straight connected lines leading to any 
X. Thus, in Figure 1, - .448X4 + .274X3 + 
.1611. 

One clear finding is that occupational level 
at any age is most strongly affected by occupa- 
tion held five years earlier, a lesser net effect 
is contributed by the occupation held ten years 
earlier, and the least net effect is contributed 
by education. The sises of the residuals are 
large, a suggestion that factors other than those 
considered here affect occupational status. 

Perhaps more important, a comparison of the 
values in Figure 1 with those on Figure 2 
suggests that migrants differ from non - migrants 
in two respects. First compare the effect of 
education on occupational attainment at any age 
(excluding the observation on occupational 
attainment at ages 55 to 64, , where the 
regression coefficient is nega ive; the assump- 
tion in this case is that the effect of education 
is not really negative, but that it ceases to be 
important). For three out of four comparisons 
of the regression coefficients for education 
and occupational status from 35 to 44 to 
50 to 59 ), the net effect of educational 
attainment higher for migrants than non- 
migrants. The only exception to this finding is 
for occupational level attained at ages 40 to 49 
(XL). Further, the correlation between education 
an* occupational attainment at ages 25 to 34 (Xl) 
and 30 to 39 (X.,) is higher for migrants than 
for non-migrant). Comparison of these regression 

coefficients not only indicates migrants differ 
from non- migrants at any age, but how they differ 
over time. The size of the coefficients for 
non- migrants roughly declines, moving from to 
X.,, suggesting that education becomes less 
iortant for occupational attainment over their 
lifetimes. By contrast, the coefficients for 
migrants show a slight curvilinearity, suggesting 
that among older men who migrate, education 



retains importance for occupational success. 

What of the effects of prior occupations? 
Of the ten regression coefficients in Figures 1 

and 2 connecting current occupation with 
previous occupations, seven are higher for non- 
migrants than for migrants. The correlation 
between occupational attainment at ages 25 to 34 
(X) and at ages 30 to 39 (X2) is higher for 

migrants than migrants. Thus, for non- 
migrants current job is more dependent on jobs 
held in the past than for migrants. Non- migrants 
appear to put roots not only where they 
live but in their careers. 

Interestingly enough, as they age, non- 
migrants' current occupation seems to rely 
increasingly more on a recent occupation than 
on an earlier occupation. This finding becomes 
apparent from a comparison of the steady increase 
in the influence of occupation five years 
earlier, while the importance of occupation ten 
years earlier first rises and then declines with 
increasing age of the cohort. 

By contrast, migrants as they age appear 
to experience no increasing dependency of 
current occupation on past occupation. If any- 
thing, the dependency is lessened for occupation 
held five years earlier: the net coefficients 
first increase and then decrease with age. The 
effect of occupation held ten years earlier is 
fairly stable (.23 - .27), with one exception 
(.47 between X and X,). These patterns over 
time add suppoft to the assertion of basic 
differences between migrants and non- migrants 
at any single point in time: the careers of 
migrants appear to be less rooted than those of 
non- migrants in earlier occupations. 

This difference is also suggested by the 
patterns the residuals take. At every point in 
the life cycle, the residuals are larger for 
migrants than non- migrants, an indication that 
the force of outside factors not included in 
the model is more substantial for migrants than 
for non- migrants. In addition, the residuals 
suggest that the life -cycle pattern differs for 
migrants and non- migrants. For migrants, the 
size of the residuals for a fairly stable 
pattern, although it undergoes some variation in 
moving from age groups 35 to 44 (X.,) to 55 to 
64 (X). For non- migrants the residuals decline 
steadily with increasing age, suggesting that 
exogenous factors become less important with 
increasing age and that if anything, one's past 
career becomes more important to one's future 
career. In these data migrants at older ages 
seem able to escape their occupational histories 
almost u well as younger migrants; the 
cannot be said for non- migrants. 

In sum, the findings suggest that migration 
affects the process of occupational achievement 
with respect to: (1) the magnitude of the 
relationships among education, earlier jobs, and 
current occupation at any single age, And (2) 

the patterns the achievement process takes over 
the cohorts' career histories. 
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With regard to the first finding, for both 
migrants and non -migrants, at any age in a career 
history, occupations held in the past continue 
to exert an influence on current occupation, but 
migration appears to weaken this relationship. 
On the other hand, the impact of education is 
generally greater for migrants than non- migrants 
at any age. 

The synthetic cohort result as such- -the 
pattern these relationships as the cohort 

through its life cycle -- appears to depend 
on migrant status. Education steadily becomes 
less important over the life -time of non- migrants, 
but for migrants, the influence of education 
first declines and then increases at later ages. 
The effect of occupation held five years earlier 
becomes steadily more important for non- migrants 
as they age. Migration weakens this influence. 

The results presented above suggest the 
following interpretations. Migrants seem better 
able to escape the confines of their previous 
occupations than non - migrants. The model also 
suggests the means by which they escape- - 
education. The inevitability of career histories 
can be altered. Once having pursued one line 
of work, overcoming the limitation on options 
which accompanies the choice of any particular 
line of work seems to be aided by migration to 
a new labor market where one can make a new 
career choice, different from past job experience. 
To do so, however, the migrant most rely more 
heavily on his educational attainment. 

Such a reliance is likely to be true from 
the employer's perspective also. The applicant 
with a work history specific to a particular 
community can readily be checked out by a 
prospective employer. Bence, the applicant's 
educational attainment might be disregarded, 
given the availability of other, possibly more 
relevant, information from prior employers. If 

an applicant is new to the labor market, however, 
the retrieval of information from a past 
employer may be more difficult, and an employer 
is more likely to rely on a standard means of 
evaluation such as education. 

The analysis reported above has provided 
hypotheses on the relationship of migration and 
occupational achievement which can be checked 
when data on real cohorts become available in 
the future. While the synthetic cohort approach 
may have some drawbacks with respect to migration, 
the provisional findings are of intrinsic 
interest in their own right and worth repetition. 
Migration appears to weaken the dependency of 
current occupation on past occupations and to 
enhance the usefulness of educational attainment 
for current occupational status at any age. 
Over a life -time, the importance of education 
wanes while that of earlier occupation increases 
for non- migrants' current occupation. Migration 
allows escape from occupational experiences which 
cumulate over the life cycle and become more 
important with age, but this escape depends on 
assets provided by education. 



Footnotes 

1Featherman's [3, p. 123] real cohort data 
from the Princeton Survey, despite its limita- 
tions, show "a similarity between the synthetic 

and the model for the Princeton subset:' 

2A study conducted in 1964 by the National 
Opinion Research Center on the prestige 
accorded to occupations has produced a score 
for each detailed Census occupational title. 
These Census titles were used to classify 
occupation in the Six City Study. The NORC 
study was conducted under the direction of 
Robert W. lodge; the major report of the study 
will be published in a forthcoming volume. 
lodge, Siegel, and Rossi [6] shown that 
occupational prestige scores and ratings are 
stable for at least fifty years. Thus, 1964 - 
specific scores can be assigned to occupations 
held in 1949 or 1940 without concern for the 
instability of scores over time. 

conventions of such a schematic 
diagram are that a value associated with: (1) 

a curved line ii a correlation coefficient; 
(2) a straight connected line is a regression 
coefficient, in standardized Zorn; and (3) the 
straight unconnected line leading away from 
the diagram is a residual. Cf. Duncan [2] 
for further clarification. 
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TABLE 1. -- Age of observed cohorts 
adjusted for notational convenience 

Actual Age 
January 1951 

Assumed Age 

December December December 
1949 1944 1940 

First Set of Age Cohorts 

25 -34 25 -34 20 -29 15 -24 

35 -44 35 -44 30 -39 25 -34 
45 -54 45 -54 40 -49 35 -44 
55 -64 55 -64 50 -59 45 -54 

Second Set of Age Cohorts 

30-39 30 -39 25 -34 20-29 
40-49 40-49 35 -44 30-39 
50-59 50 -59 45 -54 40-49 
60-69 60 -69 55 -54 50-59 
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- Educational statu. 
Ii Occupational status at 25 -34 

Occupational status at 30-39 

Occupational status at 35 -44 

Occupational status at 40 -49 

Occupational status at 45-54 

Occupational status at 50 -59 

Occupational status at 55 -64 

1 --lath analysis of occupational 
achievement for 

- Educational statua 
Occupational status at 25 -34 

Occupational status at 30 -39 

I3- Occupational status at 35 -44 

Occupational status at 40-49 

Occupational status at 45 -34 

Occupational status at 50-59 

Occupational status at 35 -64 

2--Path analysis of occupational 
for ass- 



TRENDS IN OCCUPATIONAL MOBILITY, 1962 -1970 

Robert M. Hauser and David L. Featherman, University of Wisconsin- Madison 

In the past decade there has likely been as 
much concern among social analysts about trends 
toward "rigidification" in American society as in 
earlier periods. The first definitive measure- 
ments of trends in social mobility were taken in 
1962 in the Current Population Survey (CPS) sup- 
plement, "Occupational Changes in a Generation" 
(OCG) [1] in a survey of 20,700 males aged 20 -64. 
Despite earlier pessimism about rates and volume 
of mobility, the OCG data indicated substantial 
upward occupational mobility between generations, 
especially for younger cohorts [1] [3]. Further- 
more, age- constant intercohort comparisons un- 
covered no appreciable changes in the regime con- 
necting the occupations of fathers and sons [5]. 

Definitive estimates of trends since 1962 
await a replication of the OCG survey in 1973 [6], 

but indirect evidence for changes in the pattern 
and volume of occupational mobility is presented 
here through an adaptation of a procedure used by 
Duncan [3] in analyzing trends between 1940 and 
1962. Let P = (p44) be the transition matrix of 
an intergenerational occupational mobility table. 
Its elements represent the probability of a son's 
movement from the ith category of father's occu- 
pation to a current occupation in the jth cate- 
gory, and = 1.0. Let A = (ai) be the origin 

vector of the mobility table, a row vector which 
gives the proportion of men who originate in the 
ith occupation class, Eai = 1.0, and let C = (e.) 

be the vector which gives the proportionate dis- 
tribution of men over destination categories, 

1.0. Thus, we have the identity, C AP. 

Likewise, we may also write C = BQ, where C is 
defined as before, while B is the vector of occu- 
pations of men in their first full -time jobs, and 
Q represents the matrix of transition probabili- 
ties from first to current jobs. 

Functional notation identifies the vectors 
and matrices of men in a given cohort observed in 
a particular year. Thus, C(r s) is the occupation 
distribution of men in the rtn cohort in the sth 
year, and so on. For a selected cohort and year, 
then, the transition from fathers' to current 
occupation distributions takes the form C(r,$) 
A(r,$) P(r,$). From the OCG survey we have esti- 
mates of C, A, P, B, and Q for cohorts within ages 
20 -64 in 1962. In order to make inferences about 
changes over time in P and Q we make the follow- 
ing assumptions: that within the prime working 
ages cohorts of U.S. males are closed with respect 
to mortality, net migration and movement into and 
out of the experienced civilian labor force and 
that the quality of data on current occupation, 
father's occupation, and first job does not vary 
with age or time. These assumptions have two per- 
tinent consequences. First, for men born in year 
r, A(r,s +t) - A(r,$) and B(r,s +t) = B(r,$), where 
t may be greater or less than zero. This says 
that we may use the 1962 survey to estimate the 
origin vectors (fathers' occupations or first 
jobs) observed in any year for cohorts covered in 
the 1962 survey. Second, the assumptions imply 
that it is legitimate to compare observed destin- 
ation distributions across years. Thus, we can 
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make the age -constant intercohort comparison, 
C(r,$) with C(r+t,s+t), or the intracohort com- 
parison C(r,$) with C(r,s+t). Obviously, our 

assumptions are not perfectly met, either as to 
population coverage or response quality, and our 
inferences are subject to substantial risks of 
measurement error. 

Granting our assumptions, it becomes posai- 
ble to make inferences about interconort change 
in a mobility matrix. Consider the null hypoth- 
esis P(r,1962) = P(r+t,1962+t), where we have 
observed only P(r,196t). This says that the 
mobility matrix for men aged (1962 -r) is un- 
changed t years later (or earlier). Under the 
null hypothesis we may write 

C(r+t,1962 +t) = A(r+t,1962 +t) P(r+t,1962 +t) 

= A(r+t,1962+t) P(r,1962), 

which we can estimate by 

C(r+t,1962 +0 = A(r+t,1962) P(r,1962), 

since A(r+t,1962 +t) A(r +t,1962) by assumption. 
We denote our estimate of the expected distribu- 
tion here by PC(r,$) in order to differentiate it 

from the estimate based on the first job 

vector and the transition from first to current 
occupation. For example, we can estimate the 
1972 occupation distribution (at age 35 -44) of 

men born in 1927 -36 (aged 25 -34 in 1962) by app- 
lying the 1962 intergeneration transition matrix 
of men born in 1917 -26 (aged 35 -44 in 1962) to 
the origin vector of the younger cohort. The 

same logic applies to hypotheses about interco- 
hort change in the intragenerational mobility 
matrix. 

Comparisons among expected and observed dis- 
tribution for recent years permit us to make 
limited inferences about change in mobility ma- 
trices in the past decade. While identity of 
destination vectors does not imply identity of 
transition matrices, differences between destin- 
ation vectors clearly imply rejection of the null 
hypothesis (subject to the possibility that in- 
ternal changes in the matrix are due solely to 
changes in the marginals and not at all to changes 
in interactions between rows and columns of the 
matrix). 

It is possible to partition the net interco- 
hort differences in occupation distributions for 
men of the same age into components attributable 
to intercohort changes in occupational origins, 
in the transition from father's occupation to 
first job, and in the transition from first job 
to current occupation. The necessary identity is 

C(r+t,s +t) - C(r,$) [C(r +t,s +t) - QC(r+t,s +t)] 

+[Q +t,s +t) - 

+ [pC(r +t,s +t) - C(r,$)]. 

The two terms in the first bracket on the right 
differ only because of intercohort differences in 
the transition matrix from first job to current 
occupation. This is, 



C(r+t,s +t) = B(r +t,s +t) Q(r +t,s +t), 

while 
= B(r +t,$) Q(r,$). 

Thus, since B(r+t,$) B(r+t,s+t) by assumption, 
the difference between C(r +t,s +t) and 
QC(r +t,s+t) is the effect of intercohort change 

in the transition from first job to current occu- 

pation on the net intercohort difference. To 

interpret the difference in the second bracket, 

denote the transition matrix from father's occu- 
pation to first job as M(r,$). Then 

P(r,$) = M(r,$) Q(r,$), 

C(r+t,s+t) A(r+t,$) M(r,$) Q(r,$). 

Also,,, 

QC(r+t,s+t) A(r+t,$) M(r+t,s+t) Q(r,$) 

since 

B(r+t,$) = A(r +t,$) M(r +t,s +t) 

by assumption. Thus, pa(r+t,s +t) and QC(r +t,s +t) 

differ only because of intercohort change in the 

transition from father's occupation to first job, 
and their difference represents the effect of 

that change on the net intercohort difference. 

Finally, the difference between the terms in the 
third bracket is the effect on the net interco- 
hort difference of the intercohort shift in the 
distribution of sons by their fathers' occupa- 
tions. Thus, C(r,$) = A(r,$) P(r,$), while 

.,C(r+t,s +t) = A(r+t,$) P(r,$), which differs from 
the first expression only by virtue of changes 
between cohorts in the vector of occupational 
origins. 

Because the CPS began using 1970 Census occu- 
pational coding materials in January 1971 [2], 
observed occupation distributions after that date 
are not strictly comparable with our expected 
distributions. Furthermore, had we been limited 
to tabulations by standard 10 -year age- breaks, 
our efforts would have been stymied by the incom- 
patibility of 1962 and 1972 occupation classifi- 
cations. Since we have access to unit record 
tapes of the OCG survey, we have proceeded to make 
trend comparisons over a shorter period by vary- 
ing the age - breaks in our origin vectors. Spe- 
cifically, we have applied the transition matrices 
for those aged 35 -44, 45 -54, and 55 -64 in 1962 to 
the origin vectors of those aged 27 -36, 37 -46, 

and 47 -56 in March 1962 in order to generate ex- 
pected distributions for men aged 35 -44, 45 -54, 
and 55 -64 in March 1970. We obtained observed 
distributions in 1970 from the March 1970 Current 

Table 1. -- Percentage distribution by occupation and net change, 1962 -1970, by age: 
U.S. men in the experienced civilian labor force, March 1962 and March 1970 

Occupation 35 -44 45 -54 55 -64 

1962 1970 Change 1962 1970 Change 1962 1970 Change 

Professional, technical, 
and kindred workers 

Self- employed 1.91 1.85 -0.06 1.51 1.59 0.08 1.71 1.55 -0.16 

Salaried 10.89 14.45 3.56 7.66 10.38 2.72 7.37 8.77 1.40 

Manager, officials and 
proprietors, exc. farm 

Salaried 9.59 13.50 3.91 8.36 13.56 5.20 9.60 11.70 2.10 

Self -employed 7.62 4.15 -3.47 9.94 5.42 -4.52 10.05 5.51 -4.54 

Sales workers 5.14 4.93 -0.21 5.00 4.87 -0.13 3.99 5.63 1.64 

Clerical and kindred workers 6.47 6.06 -0.41 6.66 6.78 0.12 5.92 6.47 0.55 

Craftsmen, foremen 
and kindred workers 

21.16 22.77 1.61 22.56 23.45 0.89 19.51 22.53 3.02 

Operatives and kindred workers 19.10 18.93 -0.17 17.68 18.84 1.16 16.10 16.82 0.72 

Service workers, including 
private household 

4.86 4.69 -0.17 6.28 5.16 -1.12 7.91 7.57 -0.34 

Laborers, except farm 
and mine 

6.96 5.25 -1.71 6.53 5.24 -1.29 6.51 5.80 -0.71 

Farmers and farm managers 4.92 2.46 -2.46 6.41 3.85 -2.56 9.22 6.05 -3.17 

Farm laborers and foremen 1.39 0.96 -0.43 1.41 0.87 -0.54 2.11 1.60 -0.51 

Total. 100.00 100.00 100.00 100.00 100.00 100.00 

Number (1,000) 11,085 10,513 9,594 10,423 6,563 7,151 

Source: March 1962 OCG survey and March 1970 Current Population Survey (person tapes). 
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Population Survey person tape. In passing we 
should note that with freedom to vary age -breaks 
in both the OCG and CPS tabulations it is poss- 
ible to make annual trend measurements at any 
desired ages. 

NET INTERCOHORT SHIFTS, 1962 -1970 

The occupation distributions of men aged 35- 
44, 45 -65, and 55 -64 in 1962 and 1970 are com- 
pared in Table 1. The net intercohort shifts 
from 1962 to 1970 may be summarized as a fairly 
smooth continuation of the trends of earlier 
decades [4]. There were substantial intercohort 
shifts toward employment as salaried professionals 
and managers and smaller shifts toward employment 
as craftsmen, foremen and kindred workers. The 
former were largest at the two younger ages and 
the latter at the oldest age. Within the pro- 
fessional category there was no net shift toward 
self -employment; all of the net change was attrib- 
utable to increases in salaried professionals. 
The growth among salaried managers was almost per 
tectly offset at each age by a substantial decline 
in the proportion of proprietors. (Our conclu- 
sions about shifts within the managers, officials, 
and proprietors category are unaffected by a 1967 
procedural change in the CPS which improved the 
quality of self -employment reports. We estimate 
this change of procedure could account for a max- 
imum shift of one percent of the male total from 
self- employed to salaried status.) A similar, 
but weaker pattern can be ascertained in net 
inter - and intragenerational shifts from 1952 to 
1962 at younger ages in Duncan's 1965 paper on 
mobility trends (Table 4, p. 497). Only the de- 
cline in the proportion of farmers rivals that 
among self -employed managers, but the decline in 
the proportion of nonfarm laborers is also fairly 
large. The remaining categories show small down- 
ward shifts in their share of the occupation dis- 
tribution. 

While the March 1970 CPS estimated there 
were 7,151 thousand men aged 55 -64 in the exper- 
ienced civilian labor force, the number of men 
45 -54 in March 1962 estimated from the OCG survey 
was 9,104 thousand. The net loss of nearly 22 
percent of the cohort, presumably due primarily 
to retirement and mortality, presents a serious 
threat to our assumption of closure. Thus, our 
findings for men aged 55 -64 should be interpreted 
with great caution. In the sequel to this paper 
we expect to remedy this defect by changing our 
referent population and adding a category of 
"no occupation" to the destination distribution. 
In the two younger cohorts there is no prima 
facie evidence of severe violation of our closure 
assumption; the 1962 and 1970 estimated population 
totals differ by only 2.8 and 5.0 percent, re- 
spectively, for those aged 25 -34 and 35 -44 in 1962. 

The components of intercohort change in the 
occupation distribution between 1962 and 1970 are 
shown in Table 2. The most striking feature of 
the table is the tact that virtually all of the 
net intercohort shifts in the occupation distri- 
bution are attributable to changes in the matrix 
of transitions from first jobs to current occupa- 
tions. In no occupation group at any age is the 
effect of change in occupational origins or in 
the transition from origin to first job as large 
as one percentage point. Moreover, there are re- 
latively few instances in which all three compo- 
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nents are consistent as to sign. 

With but one exception intercohort shifts in 
occupational origins at each age increase the 
chances that a man will become a professional, 
salaried manager, salesman or clerical worker, 
and they decrease the chances of his becoming a 
laborer or farmer. Shitting occupational origins 
have virtually no impact on the likelihood that 
a man will become a proprietor or a service 
worker. Since the occupation categories are 
listed in an order which approximates the socio- 
economic ranking of major occupation groups from 
top to bottom, it is fair to conclude that the 
overall effect of intercohort shifts in occupa- 

tional origins is to produce a slight upgrading 
of the occupation structure. 

The transition trom occupation origins to 
first jobs takes place over an interval in the 
life cycle which is roughly invariant with re- 
spect to calendar time. Thus, comparisons across 
ages of intercohort shifts due to changes in that 
transition matrix represent intertemporal change. 
At ages 35 -44 changes in the origin -first job 
transition matrix place more men in professional 
and salaried managerial jobs and fewer as sales- 
men, clerical workers, craftsmen or operatives, 
while there are virtually no eftects on the pro- 
portions of proprietors, service workers, labor- 
ers, or farmers. At ages 45 -54 changes in the 
same transition matrix place more men as salaried 
professionals, proprietors, and craftsmen, and 
fewer are placed as salaried managers, salesmen, 
clerical workers, operatives, and farmers, while 
the remaining groups are virtually unaffected. At 
age 55 -64 shifts in the origin -first job transi- 
tion matrix lead to the placement of more men as 
proprietors, craftsmen and operatives and fewer as 
salaried professionals, salesmen, clerical workers, 

and farmers. In light of these observations and 
the modest size of the observed shifts we conclude 
that there are no consistent trends in the influ- 
ence on the occupational structure of change in 
the transition matrices from occupational origins 
to first jobs. 

Following the pattern of earlier decades 
net intercohort shifts in the occupation distri- 
bution are largely attributable to changes in the 
transition matrix from first full -time jobs to 
current occupations. The components due to shifts 
in this transition matrix are similar across the 
age groups, and, of course, they are much like 
the net intercohort shifts described above. There 
are substantial positive shifts toward employment 
as salaried professionals and managers and as 
craftsmen, and there is a smaller positive shift 
into the operative category. There is a large 
shift away from proprietorship, and there are 
small, but consistent shifts out of the four low- 
est categories: service workers, farm and non- 
farm laborers, and farmers. Finally, shifts in- 

volving self -employed professionals, salesmen, 
and clerical workers are generally small and form 
no consistent pattern across the age groups. 

Overall, the components of intercohort change 
in the occupation distribution due to changes in 
the tirst job- current occupation transition matrix 
can be said to have increased opportunities for 
upward mobility. The seeming exception to this 
generalization, net movement out of the category 
of self-employed mans ers, ma not be as much a 
contradittign as it appears. Proprietors are 
typically small businessmen, not the heads of 
large firms or corporations, and they have less 



Table 2.-- Components of intercohort change in occupation distributions due to social origins 
and transitions from father's occupation to first occupation and from first occupation 
to current occupation: U.S. men in the experienced civilian labor force, March 1962 
and March 1970 

Occupation 
35 -44 45 -54 55-64 

Father's First Job 
Origins Occ to to Current 

First Job Job 

Father's First Job 
Origins Occ to to Current 

First Job Job 

Father's 
Origins Occ to 

First Job 

First Job 
to Current 
Job 

Professional, technical, 
and kindred workers 

Self -employed 0.13 0.36 -0.55 0.02 -0.05 0.11 -0.02 -0.05 -0.09 

Salaried 0.75 0.56 2.25 0.29 0.46 1.97 0.16 -0.32 1.56 

Manager, officials and 
proprietors, exc. farm 

Salaried 0.27 0.17 3.47 0.18 -0.16 5.18 0.19 -0.09 2.00 

Self -employed 
0.01 0.01 -3.49 0.00 0.41 -4.93 0.10 0.28 -4.92 

Sales workers 0.21 -0.21 -0.21 0.08 -0.13 -0.08 0.17 -0.15 1.62 

Clerical and kindred workers 0.21 -0.30 -0.32 0.12 -0.23 0.23 0.10 -0.23 0.68 

Craftsmen, foremen 
and kindred workers 

-0.03 -0.35 1.99 -0.01 0.39 0.50 0.21 0.29 2.52 

Operatives and kindred workers -0.30 -0.28 0.41 -0.04 -0.14 1.33 0.20 0.19 0.33 

Service workers, including 
private household 

0.00 0.03 -0.20 0.07 -0.05 -1.14 0.05 0.11 -0.50 

Laborers, except farm 
and mine 

-0.28 0.07 -1.50 -0.06 -0.11 -1.12 -0.11 0.11 -0.71 

Farmers and farm managera -0.82 0.03 -1.67 -0.58 -0.27 -1.71 -0.87 -0.18 -2.12 

Farm laborers and foremen -0.17 -0.08 -0.18 -0.08 -0.11 -0.35 -0.18 0.04 -0.37 

Source: March 1962 survey and March 1970 Current Population Survey (person tapes). 



Table 3. -- Indexes of dissimilarity representing components 
of intercohort change in occupation distributions 
at selected ages: U.S. men in the experienced 
civilian labor force, March 1962 and March 1970 

Component of Age 
intercohort change 

Occupational origin 

Transition from 
father's occupation 
to first job 

Transition from 
first job to 
current occupation 

Total intercohort 
change 1962 -1970 

35 -44 45 -54 55 -64 

1.59 0.76 1.18 

1.22 1.26 1.02 

8.12 9.32 8.71 

9.08 10.16 9.43 

Source: Tables 1 and 2 

education and lower incomes than do salaried man- 
agers. The overall pattern of shifts due to 
change in the intracohort mobility matrices might 
be described as an upgrading of the occupational 
structure within both the manual and nonmanual 
sectors, accompanied by a smaller shift from man- 
ual to nonmanual occupations. 

By 1970 the groups at the bottom of the occ- 
upation hierarchy from which there was net out 
movement during 1962 -1970 contained 13.4, 15.1, 
and 21.0 percent of the experienced civilian 
labor force at ages 35 -44, 45 -54, and 55 -64, re- 
spectively, compared to 18.1, 20.6, and 25.8 per- 
cent in 1962. By 1970 farm occupations included 
only 3.4 percent, 4.7 percent and 7.6 percent of 
the labor force at those ages. Thus, the poss- 
ibilities for continued upward mobility are lim- 
ited unless there appear new patterns of move- 
ment out of occupations in the middle of the hier- 
archy. 

The differences between occupation distribu- 
tions we have compared to form components of in- 
tercohort change are summarized using indexes of 
dissimilarity in Table 3. The index of dissimi- 
larity is equal to the sum of positive percentage 
point differences between two distributions. It 

represents the percentage of cases in one distri- 
bution which would have to be shifted to a diff- 
erent category in order to make it identical to 
a second distribution. The relative sizes of the 
indexes on the first three lines in each row con- 
firm our earlier observation that changes in occu- 
pational opportunities between cohorts are due 
primarily to changes in the transition matrix from 
first jobs to current occupations. The indexes 
for that transition are nearly as large as the in- 
dexes for the total intercohort comparisons, 

shown on the fourth line of Table 3. Further, 
the indexes of total intercohort change are al- 
most as large as the sums of indexes over the com- 
ponent changes, which implies there is relatively 
little unnecessary net movement in the shifts be- 
tween cohorts. 
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In Table 4 we present out estimates of com- 
ponents of intercohort occupational shifts during 
1962 -1970 due to changes in intergenerational and 
intragenerational mobility matrices along side 
Duncan's [3] estimates for men aged 35 -44 and 45- 
54 in earlier periods. Note that the intergener- 
ational effects shown here include the effects of 
changes in both the occupational origin -first job 
and first job- current occupation transition ma- 
trices. Unfortunately, we are unable to separate 
self -employed from salaried professionals prior to 
1952. 

The indexes of dissimilarity, shown at the 
base of each column, suggest that net changes in 
the mobility matrices had a larger effect on the 
occupational distribution during 1942 -1952 than 
in 1952 -1962 or 1962 -1970. Because the profess- 
ional and managerial categories are collapsed we 
have obviously under -estimated the decline in net 
occupational redistribution from 1942 -1952 to the 
present, but the decline, if real, is surely not 
monotonic; shifts in the occupation distribution 
due to changing mobility patterns are clearly larg- 
er during 1962 -1970 than in 1952 -1962 both at ages 
35 -44 and 45 -54. 

At age 35 -44 changing mobility matrices pro- 
duced more movement into professional employment 
during 1952 -1962 than in either 1942 -1952 or 1962- 
1970. At age 45 -54 there was no clear pattern of 
change between 1952 -1962 and 1962 -1970. There has 
been a clear shift away from the category of man- 
agers, officials and proprietors in the past three 
decades. At age 35 -44 there was a net shift of 
3.4 percent due to changes in intragenerational 
mobility during 1942 -1952, but no net shift during 
1962 -1970. The apparent explanation is a contin- 
uing net movement into the ranks of salaried man- 
agers, compensated by net movement away from pro- 
prietorship, where both sorts of changes occurred 
more rapidly during 1962 -1970 than in the preceding 
decade. There have been essentially no net move- 
ments into or out of sales or clerical occupations 
during the period covered by Table 4. 



Table 4. -- Differences, in percentage points, between occupation distributions for men 
of specified ages produced by 1962 intergeneration and intrageneration 
mobility matrices and by matrices for earlier and later years 

Occupation 

Intergeneration mobility Intrageneration mobility 
35 -44 45 -54 35 -44 45 -54 

1952 
-1942 

1962 
-1952 

1970 
-1962 

1962 
-1952 

1970 
-1962 

1952 
-1942 

1962 
-1952 

1970 
-1962 

1962 
-1952 

1970 
-1962 

Professional, technical, 
and kindred workers 

Self -employed 

Salaried 

Manager, officials and 
proprietors, ex. farm 

Salaried 

Self- employed 

Sales workers 

Clerical and kindred workers 

Craftsmen, foremen 
and kindred workers 

Operatives and kindred workers 

Service workers, including 
private household 

Laborers, except farm 
and mine 

Farmers and farm managers 

Farm laborers and foremen 

Index of dissimilarity 

0.9 

3.1 

-1.5 

0.2 

3.7 

3.3 

-1.1 

-3.1 

-3.5 

-2.0 

(11.2) 

0.3 

3.5 

2.4 

0.0 

0.1 

0.4 

-0.8 

-2.0 

-0.3 

-0.5 

-2.6 

-0.5 

(6.7) 

-0.2 

2.8 

3.6 

-3.5 

-0.4 

-0.6 

1.6 

0.1 

-0.2 

-1.4 

-1.6 

-0.3 

(8.2) 

-0.1 

1.5 

0.7 

1.0 

0.3 

0.6 

0.1 

0.0 

-0.3 

-1.0 

-2.3 

-0.5 

(4.2) 

0.1 

2.4 

5.0 

-4.5 

-0.2 

0.0 

0.9 

1.2 

-1.2 

-1.2 

-2.0 

-0.5 

(9.6) 

1.7 

3.4 

-1.3 

0.5 

3.3 

2.7 

-1.4 

-3.3 

-3.5 

-2.1 

(11.6) 

0.3 

2.8 

2.4 

-0.4 

0.3 

0.7 

-1.0 

-1.8 

-0.3 

-0.4 

-2.3 

-0.3 

(6.5) 

-0.6 

2.2 

3.5 

-3.5 

-0.2 

-0.3 

2.0 

0.4 

-0.2 

-1.5 

-1.7 

-0.2 

(8.1) 

0.0 

1.9 

0.9 

0.5 

0.3 

0.9 

0.2 

-0.4 

-0.2 

-1.1 

-2.5 

-0.5 

(4.7) 

0.1 

2.0 

5.2 

-4.9 

-0.1 

0.2 

0.5 

1.3 

-1.1 

-1.1 

-1.7 

-0.4 

(9.3) 

Source: March 1962 OCG survey and March 1970 Current Population Survey (person tapes) and O. D. Duncan, "The Trend of 
Occupational Mobility in the United States," American Sociological Review 30 (August, 1965): Table 4, p. 497. 



At age 35 -44 there was substantial net move- 
ment into the ranks of craftsmen and operatives 
in 1942 -1952, and there were small net shifts a- 
way from and into those categories in 1952 -1962 
and 1962 -1970 respectively. At age 45 -54 there 
were essentially no shifts in the craft and op- 
erative categories due to changing mobility re- 
gimes between 1952 and 1962. 

There is a consistent pattern of net move- 
ment out of the four lowest manual occupation 
categories. The net shift away from the two farm 
categories appears to have declined continuously 
(along with the relative numbers in those cate- 
gories) over the three decades. Shifts away from 
services and nonfarm labor were smaller in 1952- 
1962 than in the preceding decade, but the net 
movement may have increased again from 1962 to 
1970. 

In our view the major research issue posed 
by our findings is the structure of change in 
intragenerational mobility matrices. Our further 
explorations in this area will begin with an 
effort to adjust that matrix to take account of 
intercohort shifts in educational attainment. In 
addition we shall apply procedures like those 
used here to examine changing mobility patterns 
among black men. 
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LEAST- SQUARES ESTIMATION OF EFFECTS ON INTER - 
AND INTRAGENERATIONAL OCCUPATIONAL 

TRANSITION PROBABILITIES' 

Richard A. Wanner and E. M. Beck, University of Wisconsin 

Introduction 

A great deal of attention has been devoted 
recently to the development of models for the 
estimation of the relative influence of a set of 
explanatory conditions on binary dependent vari- 
ables [8,9,10,11,12,13,15,18]. The present pa- 
per presents the application of one of the sug- 
gested techniques to two social processes which 
lend themselves to conceptualization within this 
framework: intergenerational and intragenera- 
tional occupational mobility. 

Individuals can be characterized as having 
certain probabilities of making a transition 
from a prescribed set of "origin" positions into 
some set of "destination" positions. We will 
utilize a model which provides for the introduc- 
tion of independent conditions to explain varia- 
tions in the probabilities of movement out of 
these origin positions. 

Formulation and Estimation 

The simplest approach to the problem is to 

employ an ordinary least - squares (OLS) model 

+ (1) 

in which assumes a value of unity if the 
person was a mover from a particular origin 
position to a specified destination position 
during the time period of interest[ cf. 12,16]. 

Since the expected value of is the population 
transition probability between the origin and 
destination 

E(Yi) Pr(Yi = 1) = Pi 

positions, equation (1) can be expressed as the 

linear probability (LPF): 

E(Y111 

The unstandardized regression coefficients of 
the LPF are interpreted straightforwardly as the 
relative contribution of each of the independent 
variables to the transition probability [ 16]. 

As pointed out by Theil [18] and Neter and 
Mayes [13], among others, this model has two 
major defects. The first difficulty involves 
the distribution of the error variances. It can 
be shown that the error variances have a binomi- 
al distribution [7,8], 

V(ei) = Pi(1 - Pi) PiQi 

thus the homoscedasticity assumption of OLS can 
not be met. This problem is readily solved by 
employing a weighted least- squares (WLS) solu- 
tion for the parameter estimates [7,8,15,18]. 
The WLS estimators are minimum variance linear 
unbiased estimators of the LPF. 

The second problem with the LPF is that the 
expected value of the dependent variable, the 
predicted transition probability, can exceed 
unity or be less than zero for any given 
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observation. This undesirable outcome is the 
result of the left -hand side of equation (2) 
being constrained to vary between 0 and 1 while 
the right -hand side is under no such limitation. 

Two recommendations have been advanced for 
coping with this problem. Speare[ 15] and Huang 
[7] suggest that the simplest solution might be 
to truncate the predicted transition probability 
at 0 and 1. However, since the first derivative 
of the conditional expectation is no longer con- 
tinuous, an exact solution for the parameter 
estimates is not possible and an iterative 
estimation procedure must be employed [15]. 
While this approach maintains the integrity of 
the interpretation of the unstandardized co- 
efficients, it is costly in computational terms. 

Theil [18] and Goodman [9,10], among 
others, recommend a second strategy: transform 
the dependent variable such that the 0,1 con- 
straint no longer presents difficulties. Spe- 
cifically, Theil suggests using the "logit" 
(logarithmic unit) transformation: 

Li = logeQ 

which has the effect of producing a dependent 
variable, 1, which approaches + co as the 

probability of moving, Pi, approaches unity and 
as approaches zero. The statistical 

model then beccComes: 

Xi j) (3) 
Estimates of the parameters then measure the 

relative effects of the explanatory variables on 
the logit itself. After solving for the WLS 
estimates of the parameters, the expected tran- 
sition probabilities can be readily retreived: 

(1 + e 

By comparing directly estimates derived 
from the LPF, the truncated LPF, and the logit 

models, Speare [15] concludes that the latter 
two are superior since they tend to assign 
larger effects to the independent variables thus 
allowing for the incorporation of a greater num- 
ber of explanatory conditions in a given model. 
While the truncated LPF does maintain one ad- 
vantage over the logit specification, the clear 
interpretation of the unstandardized coeffi- 
cients, it is our position that the logit model 
is to be preferred on theoretical grounds as 
well as for its greater computational facility. 

The truncated LPF implies that it is pos- 
sible that the predicted transition probability 
for any given observation may be 0 or 1; it is 

difficult for us to believe that the probability 
of mobility would ever reach these extremes. It 

ie more likely that there is always a small 
probability of movement out of an origin posi- 
tion, although this probability may be quite 
small. On the other hand, it is equally diffi- 
cult for us to conceive of a situation in which 
it is certain that an individual will move re- 
gardless of the circumstances. The logit 
specification implies that the probability for 



stayers never attains zero, and likewise, the 

probability for movers never reaches unity. We 
find these implications more satisfying than 
those implied by the truncated LPF. The logit 
specification will be used in this paper. 

City Effects on Intergenerational Mobility 

The first application of the model is to an 
exploration of the extent to which the social 
context of urban centers influences intergenera- 
tional occupational mobility. Students of so- 
cial mobility have increasingly turned to the 
city as the locus of change in the structure of 
stratification since it is the urban milieu 
which tends to generate the key processes having 
a direct effect oh mobility rates (see, for ex- 
ample, Schnore [14]). In brief, we argue, as 
has Duncan [5] , that American cities are organ- 
ized in a system in which functional specializa- 
tion is overlaid with a set of dominance rela- 
tionships based upon the relative concentration 
of financial and commercial activities in the 
city.2 Regardless of functional specialization, 
as indexed by industrial composition, it is 
hypothesized that a more dominant place will 
incorporate a larger proportion of highly ranked 
coordinative and administrative positions. In 
addition, it is expected that such city effects 
will be more pronounced for those individuals 
who have remained in their place of origin, 
since only then can the differential opportunity 
structure be expected to operate at the,individ- 
ual's point of entry into the labor market. The 
introduction of a control for migration status 
is thus essential to establish the existence of 
such an effect. 

The data to be utilized in the following 
analysis are those collected by the Bureau of 
the Census for Blau and Dluncan's [2] major sur- 
vey of the extent and sources of social mobility 
in the United States, "Occupational Changes in a 
Generation" (OCG). As an adjunct to the Bureau's 
monthly "Current Population Survey" (CPS), the 

questionnaire, or a follow -up interview, was 
administered to a national sample of ZO,700 
males between 20 and 64 years of age. Since 
the present analysis will utilize SMSA's as 
units of analysis, it is crucial that the sample 
be representative of intra -SMSA populations. 
Our best assurance of this is that in the 1962 
CPS all SMSA's were coterminous with primary 
sampling units. Only the fifteen largest SMSA's 
for which data were collected were coded 
separately, and it is to these that the analysis 
most be restricted. 

The dependent variable is the observed 
probability of mobility from any origin status 
(father's occupation) upward into a destination 
status (son's occupation) where coordinative or 
administrative functions are performed; coordi- 
native or administrative positions are operation - 
alized here as professional, managerial, and 
clerical positions. This probability is calcu- 
lated from the relative frequency of movers in 
categories determined by the independent varia- 
bles: 

1 If the person resides in the same 
city he did at age 16 

0 Otherwise 

TABLE 1 

UPWARD MOBILITY INTO COORDINATIVE POSITIONS DETERMINED 
BY POSITION OF CITY OF RESIDENCE ON URBAN SYSTEM DIMENSIONS AND MIGRATION 

Position on 
Industry Dimension 

Manufacturing 

Service 

Manufacturing 

Service 

Manufacturing 

Service 

Migrants Non - migrants 
Position on Metropolitan 
Functions Dimension 

High Low High Low 

Probability of Upward Mobility 

0.301 
(923)* 

0.323 
(646) 

0.320 
(263) 

0.378 
(130) 

0.287 
(487) 

0.302 
(463) 

0.234 
(286) 

0.279 
(53) 

Estimated Probabilities 

0.305 

0.336 

0.297 

0.327 

0.267 

0.296 

0.260 

0.288 

Discrepancies 

-0.004 

-0.013 

0.023 

0.046 

0.020 

0.006 

-0.026 

-0.009 

*Number of cases in cell. For purposes of inference, 
these N's have been adjusted to approximate simple 
random sampling. 

4.614 (NS) 
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1 If the person resides in a city high 
on the metropolitan functions 

X 
hierarchy 

2 

0 Otherwise 

i If the person resides in a manufactur- 
ing- oriented city 

0 Otherwise 

The first panel of Table 1 indicates the ob- 
served values for the conditional probabilities 
of upward mobility into coordinative positions, 
along with the corresponding adjusted sample 
sizes. 

Defining pies the observed probability of 
occupational mobility, in the subset, the 

observed logits were obtained: 

L* log 
p 

(5) 

The following linear logit specification 
was employed: 

(6) 

Table 2 presents the WLS estimates of these 

coefficients and their asymptotic standard 
errors. As expected, migrants are significantly 
more likely to be upwardly mobile into coordina- 
tive positions, regardless of city of resi- 
dence.4 Our initial hypothesis, that residence 

TABLE 2 

WLS ESTIMATES OF THE MAIN EFFECTS 
OF EXPLANATORY CONDITIONS ON UPWARD 

MOBILITY INTO COORDINATIVE POSITIONS 

Estimated Standard 
Effect Coefficient Error 

Constant -0.882 0.063 

Due to 
non -migration -0.185 

Due to residence 
in a city low on 
metropolitan 
hierarchy 

Due to residence in 
a service -oriented 
city 

-0.041 

0.142 

An unanticipated finding is the marginally 
significant effect of residence in service - 
oriented cities evident in Table 2. It is our 
presumption that such an effect is explainable 
by variations in the occupational composition of 
manufacturing vs. service -oriented cities: 
places with a relatively high concentration of 
service functions simply contain a higher pro- 
portion of coordinative positions to be filled. 
To test this hypothesis we apply a procedure 
developed by Deming [3] and applied to mobility 
tables by Duncan [4] in which the entire table 
for each city is proportionally adjusted to a 
new set of marginals: the distributions of sons 
by their own occupations and by their fathers' 
occupations. In the present case these adjust- 
ments are to the marginals for all SMSA's with 
population over one million. The question this 
procedure enables us to answer is whether or not 
the observed effect of residence in a service - 
oriented city is produced by an opportunity 
structure possessing a greater demand for in- 
dividuals to fill coordinative positions, i.e. 
will the proportional adjustment of the mobility 
matrices for individual SMSA's allow us to ac- 
count for this effect, or are there some addi- 
tional unmeasured variables which operate to 
produce nonproportional differences across the 
fifteen matrices. 

As the first panel of Table 3 attests, the 
proportional adjustment of the mobility matrices 
rather drastically reduces variability among the 
observed probabilities. In Table 4 we can see 
that the previously observed relationship be- 
tween the probability of upward mobility and 
residence in service -oriented cities disappears, 
indeed is reversed to a non- significant degree. 
Apparently the observed effect of residence in 
service- oriented cities is wholly explicable by 
differentials in the opportunity structures of 
such cities, as opposed to those of manufactur- 
ing cities. Again, the model contains no sig- 
nificant interactions. 

Industrial Development and Intragenerational 

0.077 Occupational Movers and Stayers 

The second example comes from a comparative 
investigation of the short -term effects of the 
introduction of a large -scale highly automated 

0.088 steel plant in an agrarian region of the Midwest 
in 1966. The basic research problem is to as- 
sess the relative influence of several explan- 
atory variables on the probability of a given 

0.078 worker changing position in the occupational 
structure during the period of industrial devel- 
opment, 1966 to 1971. In short, we would like 
to specify the conditions which affect the 
transition rates among occupations. Our major 
interest here is not upon transition rates be- 
tween specific origin and destination occupa- 
tions, but upon differentiating occupational 
movers from stayers. Data for the analysis came 
from retrospective work histories collected in 
1971 from a sample of 778 employed heads of 
households in two areas of Illinois. The first 
area comprised townships surrounding the plant 
location and is designated as the "experimental" 
region; the second area was a "control" region 
that has not undergone industrial development. 

in a city ranked high on the metropolitan func- 
tions hierarchy will enhance the probability of 
upward mobility into coordinative positions, is 
unconfirmed, since this estimate is exceeded in 
size by its standard error. It is interesting 
that a small, but nonsignificant interaction 
between migrant status and rank of city on the 
metropolitan hierarchy is evident in the dis- 
crepancies between predicted and observed prob- 
abilities presented in the third panel of Table 
1.5 Here, the relationship is in the hypothe- 
sized direction for non -migrants, but not for 
migrants. 
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TABLE 3 

OBSERVED, PREDICTED, AND DISCREPANCIES IN PROBABILITY 
OF UPWARD NOBILITY BY POSITION OF CITY OF RESIDENCE 

ON URBAN SYSTEM DIMENSIONS AND MIGRATION, 
OCCUPATIONAL DISTRIBUTIONS ADJUSTED 

Position on 
Industry Dimension Migrents Non- migrants 

Manufacturing 

Service 

Manufacturing 

Service 

Manufacturing 

Service 

Position on Metropolitan 
Functions Dimension 

Binh Low Nigh 

Probability of Upward Mobility 

0.305 
(923)'k 

0.299 
(646) 

0.305 0.293 
(263) (487) 

0.274 0.281 
(130) (463) 

0.299 
(486) 

0.375 
(53) 

Estimated Probabilities 

0.303 

0.296 

0.307 0.295 

0.301 0.288 

0.300 

0.293 

Diacre. cies** 

0.002 

0.003 

-0.002 -0.002 

-0.027 -0.007 

-0.001 

0.082 

*Adjusted sample N's. 

X2 2.344 (NS) 

TABLE 4 

WLS ESTIMATES OF MAIN EFFECTS OF EXPLANATORY 
CONDITIONS ON UPWARD MOBILITY 
INTO COORDINATIVE POSITIONS, 

OCCUPATIONAL DISTRIBUTIONS ADJUSTED 

Effect 

Constant 

Estimated Standard 
Coefficient Error 

Due to 
non- migration 

-0.834 0.063 

-0.038 0.077 

Due to residence 
in a city by on 
metropolitan hierarchy 0.024 

Due to residence 
in a service - 
oriented city -0.033 

0.087 

0.079 

Three explanatory variables were used in 
trying to account for the overall mobility 
rates: (1) the region in which the worker re- 
sided; (2) the length of time the worker has 
spent active in the labor forca; (3) and whether 
or not the worker was employed in "blue collar" 
types of employment.7 The following definitions 
were used: 

1 If the worker resided in the "experi- 
mental" region during the period 1966 
to 1971 

X1 
0 Otherwise 
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1 If the worker had been active in the 
labor force for more than 10 years as 

X 2 
of 1966 

X3 

0 Otherwise 

1 If the worker was employed in a "blue 
collar" occupation at the beginning of 
industrial development 

0 Otherwise. 

After partitioning the data by these three 
conditions, the proportions of occupational mov- 
ers were computed for each subclassification. 
These proportions are presented in the first 
panel of Table 5. 

After transforming these observed probabil- 

ities by equation (5), the linear logit model, 
(6), was estimated using WLS. The weighted 
least- squares estimates of the coefficients, and 
their asymptotic standard errors, are presented 

in Table 6. It was found that the effects of 
being in the experimental region and having been 

in the labor force for more than ten years tend 
to decrease the probability of occupational 
mobility whereas having a blue collar occupation 
at the beginning of the industrial development 
period tended to increase the probability of 
mobility. The largest influence of the transi- 
tion probabilities was the length of time spent 
in the labor force while regional residence 
tended to have the smallest impact. 

The third panel of Table 5 presents the 
discrepancies between the observed and predicted 
proportions of occupational movers. It should 
be noted from Table 5 that the linear logit model 
predicts fairly well for all the subclassifica- 
tions except for white collar workers in the 
control region who have been in the labor force 
for less than ten years. For this group the 
model underestimates the observed transition 



TABLE 5 

OBSERVED, PREDICTED, AND DISCREPANCIES IN PROBABILITY OF OCCUPATIONAL 
MOBILITY BY REGION. OCCUPATIONAL CATEGORY. AND TIME IN LABOR FORCE 

Experimental Region Control Region 
Blue Collar White Collar Blue Collar White Collar 

Probability of Mobility 

In Labor Force 
Less Than Ten Years 

In Labor Force 
More Than Ten Years 

0.346 
(78)* 

0.247 
(291) 

0.250 
(36) 

0.158 
(152) 

0.333 
(30) 

0.250 
(120) 

0.471 
(17) 

0.241 
(54) 

Estimated Probabilities 

In Labor Force 
Less Than Ten Years 

In Labor Force 
More Than Ten Years 

0.348 

0.234 

0.283 

0.184 

0.398 

0.274 

0.328 

0.218 

Discrepancies 

In Labor Force 
Less Than Ten Years 

In Labor Force 
More Than Ten Years 

-0.002 

0.014 

-0.033 

-0.026 

-0.065 

-0.024 

0.143 

0.023 

*Number of cases in cell. 

** X2 = 2.672 NS 

TABLE 6 

WLS ESTIMATES OF MAIN EFFECTS 
OF EXPLANATORY CONDITIONS 

ON INTRAGENERATIONAL MOBILITY 

Effect 
Estimated 

Coefficient 
Standard 
Error 

Intercept -0.719 0.238 

Due to residence 
in the 
experimental region -0.212 0.181 

Due to being in the 
labor force more than 
ten years -0.562 0.192 

Due to having a "blue 
collar" occupation 0.305 0.183 

probability rather severely. 

Conclusions 

In summary, this paper has focused on some 
of the problems associated with estimating the 
relative influence of a set of explanatory 
conditions on binary dependent variables and 
presented two applications of a linear logit 
model to the prediction of the probability of 
movement from some set of origin positions to a 

set of destination positions. These applica- 
tions have demonstrated the utility of such a 
model in introducing independent variables to 

account for specific patterns of movement in 
both inter- and intragenerational occupational 
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mobility matrices. 

FOOTNOTES 

1The first co- author was supported in this 

work by grants from the National Science Foun- 
dation (GI- 31604X), David L. Featherman and 
Robert M. Hauser co- principal investigators, and 
the research committee of the Graduate School, 
the University of Wisconsin, Madison. Support 
for the second co- author was given by the Col- 
lege of Agriculture and Life Sciences at the 
University of Wisconsin, Madison, and PBS grant 

-19689 from the National Institute of Mental 
Health, Gene F. Summers and John P. Clark co- 
principal investigators. 

2Applying suggestions by Galli [6] of a 
multiple variable approach to community structure 
and Winsborough [20] of a Q- factor analytic tech- 
nique, we sought to test the expectation of Dun- 
can [5] that a system of large urban places can 
be described by the two dimensions discussed 
above and rank the 55 largest SMSA's on them. 
See Wanner [19] for a more complete treatment of 
this procedure. 

3For a fuller discussion of the survey de- 
sign and characteristics of the data set, see 
Blau and Duncan [2] . 

4As Blau and Duncan [2] indicate, the great- 
er achievement among migrants is explainable 
primarily by their generally superior back- 
grounds, especially son's education and father's 
SES. 

5Theil [18] suggests what is essentially a 
Chi -square goodness -of -fit test between the ob- 
served and predicted probabilities for testing 
the validity of the model. 



6For further details concerning this inves- 
tigation see Beck [1] and Summers [17]. 

7 "Blue collar" occupations included farmers, 
craftsmen, operatives, service workers, and 
laborers. 
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NEW APPROACHES TO CODING AND ANALYZING MORTALITY DATA 
Robert A. Israel 

Marvin C. Templeton 
Marshall C. Evans 

National Center for Health Statistics 

During the past seventy -two years of collecting 
national mortality data from the vital registra- 
tion system in the United States, the coding of 
the demographic and medical data has been a nec- 
essary clerical chore. In addition, the analyt- 
ic possibilities involving cause of death have 
been limited by the principle of ascribing one 
and only one cause to each death, as proscribed 
by international agreement, thus resulting in a 
loss of the other medical information which may 
appear on the death certificate. This paper pre- 
sents a discussion of computer systems that have 
been developed, and some that are in the process 
of being developed by the National Center for 
Health Statistics, that classify and code demo- 
graphic and medical data items from death certif- 
icates by computer processes and as a by- product 
yield additional cause of death information which 
may be utilized for new and more extensive analy- 
ses. 

One of the most complicated kinds of statistical 
data classification has been the assignment and 
coding of the underlying cause of death. This 
concept involves the determination of "the single 
disease or injury which initiated the train of 
morbid events leading directly to death or the 
circumstances of the accident or violence which 
produced the fatal injury." 1/ 

The World Health Organization has provided the 
statistical classification structure and the at- 
tendant rules for determining the underlying 
cause of death through the decennially revised 
International Classification of Diseases. 1/ 
While this classification system is comprehensive 

and invaluable from many points of view, it 
leaves for the user a number of serious problems. 
Some of these difficulties are: (1) the long per- 
iod of training required to develop a competent 
nosologist schooled in the classification and 
coding of mortality medical data and the related 
problem of staff retention in an area of work 
that requires exactness and controlled productiv- 
ity; (2) the difficulty in achieving desired lev- 
els of data comparability and accuracy brought a- 
bout by complicated rules and classification 
structures, inexactness in reporting of some med- 
ical conditions, and human limitations in the 
broad range of knowledge required by a nosologist; 
and (3) the selection of a single underlying cause 
of death resulting in the loss of the remaining 
information reported on the medical certification 
portion of the death certificate. Much of the 
lost information may be relevant to current health 
problems. 

To meet the expanding needs for greater utiliza- 
tion of mortality medical data and to take steps 
which would overcome some of the problems encount- 
ered in the traditional coding procedures, the 
National Center for Health Statistics has develop- 
ed an automated computer system which provides 
statistical data on all medical information re- 
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ported on death certificates. The system is de- 

signed to generate the underlying cause of death 
for the first time through computer methodology 

by applying the international coding rules to 
each medical relationship given by the certifier 
of the death in much the same manner employed by 
nosologists in manual operations. The system 
carries the name ACME which is the acronym for 

"Automated Classification of Medical Entities." 

The system requires the entry onto computer tape 
of all diseases, conditions, accidents, and in- 

juries given in the medical certifier's statement. 
The information is recorded onto tape utilizing 
codes based on the Eighth Revision International 

Classification of Diseases Adapted for Use in the 
United States (ICDA). Special instructions are 
used in applying the ICDA codes to all diseases, 
conditions, and injuries. Once the medical cert- 
ification is placed on magnetic tape in coded 
form and in the same sequence as they appeared on 
the death certificate, the medical relationship 
of the entries are matched against a series of 
decision tables which relate all ICDA codes to 
one another in terms of each international rule. 
Defining the specific content of each internation- 
al rule decision table presented one of the most 
difficult systems development problems in that it 

required a deliberate decision on the relation- 
ship of each detailed code to every other ICDA 

code relative to the purpose of each internation- 
al rule. Traditionally, such decisions have been 
made by individual coders who have had limited 
guidelines on the causal relationship of diseases 
and on priorities of some conditions over others. 

The computer program is written in PL1 Computer 
Programming Language. It provides for storage 

of all decision tables in core storage, minimiz- 
ing reference time requirements, which, in turn, 

increases output speed. All functions are per- 
formed and the selection of underlying causes is 
accomplished at a rate of approximately seven re- 
cords per second. 

The system was developed, tested, and implemented 
on the NCHS IBM -360 Model 50 computer which had 
256K core storage until the system's capacity was 
recently expanded. Storage requirements dictate 
that the system, in its present form, cannot be 
accommodated on a computer of less capacity. 

Decision table content is updated by introducing 
individual changes when made by the staff. The 

tables are routinely maintained on disc storage 
and a special program provides for insertion or 
deletion of content coupled with a print -out of 
the updated tables with special notations of the 
changes for visual verification. 

Approximately 5.5% of the data records are reject- 
ed for manual processing and are printed out in 
full detail with appropriate messages defining 
the reason, a means of handling the exceptional 



cases not conforming to the provisions of the 
system. In addition, whenever a disagreement is 
encountered in the quality control process, and 
there is manual coding of a sample of records 

serving as a quality control, then a full de- 
scription of the detailed steps the computer sys- 
tem applied is printed out including each deci- 
sion table reference and the order in which the 
decisions took place. This leaves no question as 
to how the computer system derived its final ans- 
wer. This is one means by which adjustments to 

the decision tables are identified, defined, and 
incorporated into the system. Furthermore, if a 

particular decision is changed and is considered 
sufficiently significant to warrant correction on 
records previously processed, it can be accom- 
plished by simply resubmitting the data file to 
the system based on corrected decision tables. 

Manual application of the International Coding 
Rules is subject to varying degrees of inconsist- 
ency. The computer system provides an avenue of 
absolute consistency and a means of isolating 
troublesome certifications for further study. An 
important by- product is the full documentation 
for the first time of assumptions and decisions 
going into cause -of -death classification. Here- 
tofore, documentation has been given in terms of 
guidelines with minimum reference as to how they 
are to be exercised in specific situations. Auto- 
mating this element of the classification process 
gives users detailed insight into the data and 
permits more intelligent analyses of the end pro- 
duct. 

The same data that serve as input to the ACME 
system for the assignment of the underlying cause 
of death, i.e., the ICDA codes for each diagnost- 
ic term appearing on the medical certification of 
death, can also serve as the data inputs to mul- 
tiple cause of death analyses which would take 
cognizance of all conditions reported at death on 
the certificate. This approach is not in itself 
new but at the national level prior to 1968 the 
coding of more than just a single underlying 
cause of death has been undertaken only five 
times since 1900 - in 1917, 1925, 1936, 1940, and 
1955. The underlying (or principal) cause of 
death and one associated cause were coded in 1917, 
1925, 1936 and 1940; in 1955 all reported infor- 
mation was coded. A single table showing the 
cross tabulation of underlying and contributory 
causes was published without comment for the data 
years 1917, 1925 and 1940 in the annual vital 
statistics publications of the United States for 
the years 1918, 1925, and 1940 respectively. 2-4/ 
A paper presented to the American Public Health 
Association in 1923 presented a brief analysis of 
the 1917 data and strongly recommended additional 
work on multiple causes of death. 5/ 

Continued interest in multiple -cause tabulations 
was stimulated by the Fourth International Con- 
ference for the Revision of the International 
List of Causes of Death. International compari- 
sons of the procedures for selection of the pri- 
mary cause of death indicated that comparability 
of death rates could not be achieved on an interim - 
tional basis until there was more knowledge of 
the contributory causes of death. An extensive 
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study of multiple causes of death was then under- 
taken for 1936. Two condensed reports arising 
from these data were published in 1939 and 1940 
but they did not contain the full set of tables. 

Associated causes of death were again coded 
'tor 1940 and a table was included in the regular 
annual vital statistics volume for that year. 4/ 

During the early 1950's a number of activities 
both at the national and at the State level, were 
undertaken in connection with multiple- cause -of- 
death studies. By 1956, the National Office of 
Vital Statistics (now the Division of Vital Sta- 
tistics of the National Center for Health Statis- 

tics) had developed a manual of instructions for 
the coding of multiple causes of death and work 
proceeded slowly in the coding of a sample of 1955 
death records. The results of this activity were 
published in various journals and in a Supplement 
to the 1955 edition of Vital Statistics of the U- 
nited States. 8-11 / This latter publication, how- 
ever, did not appear until 1965. In addition, at 

the international level, two meetings - one in 
1967 in London and one in 1969 in Geneva - brought 
together a number of interested nations for the 
purpose of exploring uses of multiple cause analy- 
sis and methodology but with heavy emphasis on min- 
imum standards for international comparability. 

For all of the activity relating to multiple cause 
analysis dating back to the early part of the cen- 
tury and continuing sporadically to the present, 
it might be assumed that the major problems have 
been solved, but this is not the case. There 
still remain a number of key issues. 

First of all is the question of the appropriate- 
ness of the medical diagnoses appearing on the 
death certificate. Are they accurate? This ques- 
tion, of course, is applicable to not only multi- 
ple cause of death analysis but to the more con- 
ventional underlying cause of death as well. With 
all the attention focused on mortality statistics 
over the years, it is necessary to continually be 
concerned with this question. Studies in the past 
have indicated some problems in accuracy, but no- 
where near enough evidence has been found to in- 
validate the usefulness of mortality data. How- 
ever, not enough is known about this problem and 
more effort must be directed at studies of accur- 
acy of medical certification on death certificates. 
Closely related to the problem of accuracy is the 

question of completeness of reporting of condi- 

tions. If attention is now to be focused on all 
of the conditions listed on the death certificate, 

what conditions should be listed? Over the years, 

educational efforts have been made to elicit from 

the certifying physician enough information to 

satisfactorily indicate the single primary or un- 

derlying cause to which the death is to be assign- 

ed. Any conditions listed on the certificate oth- 

er than the underlying cause hopefully were useful 
in arriving at that assignment, but no other use 

was made of additional medical data. However, the 

multiple cause approach changes all of that. Now 

there is interest in each condition on the death 

record. How many conditions do physicians list? 
How many should they list? For underlying cause 

purposes a certificate which simply indicates 

"pulmonary tuberculosis" is statistically equiva- 

lent to one which indicates that the immediate 



cause of death was "congestive heart failure" 

which was due to "bronchiectasis" which in turn 
was due to "pulmonary tuberculosis ". For multi- 
ple cause purposes there is an obvious difference 
in the amount of information available and yet 
the two cases may have been medically very simi- 
lar. How uniformly do certifying physicians in- 
clude conditions which contribute to death but 
are not related to the immediate cause? What a- 
bout conditions present at death but unrelated 
to the immediate or underlying cause? Obviously 
a new educational effort will have to be made if 
any degree of consistency of reporting is de- 
sired. On the other hand, we are not ready to 
abandon the underlying cause concept. The mul- 
tiple cause data are considered a useful supple- 
ment but not a replacement. Therefore any change 
in instructions will have to be carefully phrased 
so as not to upset the one approach for the sake 
of the other. Related to these problems is the 
format of the internationally recommended medi- 
cal certification. Should this format be re- 
vised to better elicit the kinds of information 
desired? It is hoped that experimentation in 
this area leading to recommendations to the 
World Health Organization will be undertaken in 
various parts of the country and around the 
world. 

The second major area of concern lies with the 
structure and content of the International 
Classification of Diseases (ICD). How should 
this important statistical tool be modified to 
accommodate multiple condition analysis? Pres- 

ently, there are rubrics in the ICD which are 
already combination categories intended to pro- 
vide for the joint reporting of certain combi- 
nations of diseases such as category 404, 
Hypertensive heart and renal disease. For multi- 
ple cause purposes, does this title represent one 
condition, two conditions, or three or more con- 
ditions? A closely related problem is the 
coding and counting of conditions such as hyper- 
tensive cardiovascular arteriosclerosis (one 

term with one code number in ICD) as opposed to 
the reporting of cardiovascular disease due to 
arteriosclerosis due to hypertension reported on 
three different lines of the death certificate. 
Should these two situations be handled differ- 
ently or the same for statistical purposes? 
What kinds of coding rules should be developed 
to code multiple conditions on death records? 
There are numerous problems of this type which 
arise because of the structure and intended 
purpose of the ICD. What recommendations should 
be made to alleviate some of these problems? 
The third area of concern lies with the kinds of 
output or statistics that result from this ap- 
proach. What kinds of tabulations and analyses 
are envisioned? What uses can be made of such 
data? Here, as with the other areas of concern, 
there is not complete agreement. However, some 
very basic tabulations have been generally a- 
greed upon among the interested countries. 
These basic tabulations will for example, show 
for a selected list of causes of death the re- 
lationship between the underlying cause and the 
associated causes reported with the underlying 
cause, the number of deaths where each selected 
condition is mentioned whether or not the condi- 
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tion is the underlying cause, and the total num- 
ber of times the selected conditions are mention- 
ed on death certificates. It should be noted 
that the number of deaths involving a given condi- 
tion and the number of times that the given condi- 
tion is mentioned on death certificates are not 
necessarily the same. Other basic tabulations 
might present data on combinations of conditions 

that appear more or less often than might be ex- 
pected if the conditions are independent of each 
other. 

There have been a number of questions or problem 
areas raised and not many, if any, answers have 
been supplied. These questions are by no means 

exhaustive; it is hoped that they are sufficiently 
suggestive of the kinds of problems being faced 
and solutions that are being sought. This does 

not mean that the National Center for Health Sta- 
tistics does not have any approaches to the tech- 
nique of multiple cause analysis. On the other 
hand, ideas and suggestions from users or poten- 
tial users of these data are encouraged. It is 

important to ask once again the question raised 
by Dorn and Moriyama: "Why do we want statistics 
on causes of death ?" 8/ 

These authors stated that the uses to which sta- 
tistical data are put are basically determined by 
the available data. They, further stated that the 

types of information one might reasonably expect 
cause -of -death statistics to provide in order to 
maximize their usefulness are as follows: 

a. accurate reflection of the conditions contri- 
buting to the fatal outcome in the opinion of 
the medical certifier. 

b. the relative importance of the various dis- 
eases, injuries and acts of violence as caus- 
es of death and 

c. reliable representation of the time trend of 
the frequency with which the various condi- 
tions are reported as bringing about death. 

It is believed that multiple cause of death data 
will maximize the use of available diagnostic in- 
formation. It will be possible to make a count 
of all reported conditions as well as an undupli- 
cated count of deaths. There will be a basis for 

analyzing mortality trends for various diseases 
which is not now possible because of the loss of 
information resulting from the selection of a sin- 
gle condition as the underlying cause of death. 
Multiple cause tabulations will provide a great 
deal more data than are now available. They will 
avoid some of the long standing objections to the 
underlying cause concept. However, if multiple 
cause data are to realize their full potential 
and if the National Center for Health Statistics 
program of routine publication of such data is to 
be of value, then significant interaction between 
the producers and the consumers of the data must 
come about. For the immediate future, decisions 
are being made in order to produce data that can 
be reviewed and evaluated. In the long run, im- 
provements in the basic input as well as in the 
output and analysis will hopefully add signifi- 
cantly to the vital and health statistics field. 



Thus, the ACME system presents several benefits 
in the coding and analysis of mortality data. It 

provides for the automated selection of the 
derlying cause of death in a uniform manner, 
eliminating to a very large extent the inter - 
coder variations inherent in a complex manual 
system. It provides, through the same basic in- 
put codes, the ability to tabulate and analyze 
more than one cause per death. In addition, the 
system gives baseline information for evaluating 
the International Classification and the rules 
for the selection of the underlying cause, an in- 
valuable set of data useful for the periodic re- 
vision of the ICD. 

These benefits are derived with savings in train- 
ing and overall manpower requirements. Previous 
attempts to code multiple causes as well as un- 
derlying causes have proved to be very costly. 
Coding of multiple causes requires manpower re- 
sources equivalent to that used in coding under- 
lying causes alone. Manpower for detailed cod - 
ing required by the ACME system is about one - 
fourth greater than that required to manually 
select the underlying cause. The contrast is 
attributable to simplification of the manual cod- 
ing process. Training requirements for nosolo- 
gists have been reduced from 12 to 18 months to 

from 3 to 6 months. 

It should be noted that the ACME system has been 
introduced by our colleagues in the Vital Statis- 
tics Section of Statistics Canada and we jointly 
believe that it is a significant achievement in 
keeping vital statistics data handling and pro- 
cessing apace with advances in methodology and 
technology. 

There are other challenging research projects in 
the data preparation and processing field under 
long range development in the National Center for 
Health Statistics. 

One project underway is the development of a 
computer system named CONTEXT which will accept 
full text or standard abbreviations of the medi- 
cal terms encountered on death certificates and 
will convert these terms automatically into their 
corresponding ICD code numbers. Such code numb- 
ers then could form the input to the ACME system, 
thereby eliminating the manual assignment of ICD 
codes for each condition as is now the practice. 

Another such project has as its goal the automa- 
tion and standardization of non - medical or demo- 
graphic data items on vital records. The objec- 
tives of this project are: 

1. To automate to the highest practical level 
the entire spectrum of data collection, 
handling, and processing of the nation's vi- 
tal statistics data. 

2. To develop standardized terminology, defini- 
tions, and data classification detail for 
vital statistics applications at various lev- 
els of government. 

3. To provide a single data handling system 
which will meet the needs of Federal, State, 
and local vital statistics programs. 
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For conversational conveniences, we have dubbed 
this project ASSIST, the acronym for "Automated 
Standardized System for Indexing and Statistical 
Tabulations." 

The state of the art in data processing has deve- 
loped to a degree that technologically there 
should be no serious barriers in meeting the ob- 
jectives of ASSIST. Data needs are clear, which 
leaves to human resolve and commitment the matter 
of developing standard terminology, definitions 
and classification detail. 

The rising costs of manpower and equipment and 
the growing gap between vital statistics methods 
and available technology bring considerable pres- 
sure for upgrading our procedures through efforts 
such as ACME, CONTEXT and ASSIST. These new ap- 
proaches to coding and analyzing mortality data 
will provide opportunities for the production of 
more uniform, standardized statistics on a more 
timely basis, and will eliminate much of existing 
duplication of effort between the various levels 
of government, while at the same time provide for 
sufficient flexibility in the system to meet the 
needs of federal, State, and local health statis- 
tics programs. 
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INTERPRETATION OF VITAL STATISTICS 

Anders S. Lunde, National Center for Health Statistics 
Nathan Keyfits, Harvard University 

The field of vital statistics is as open to 
investigation, analysis and experimentation as 
it was three hundred years ago when John Graunt 
(1620 -1674) introduced the observations on the 
London Bills of Mortality. The research possi- 
bilities are sometimes overlooked by statisti- 
cians and demographers because the registration 
systems now established in developed countries 
seem routinized and sterile. Also, in develop- 
ing countries where vital statistics registra- 
tion systems are yet a century or more away the 
focus has been on survey techniques and surveil- 
lance systems with their own special problems 
and methods of analysis. 

This paper considers some conceptual schem.. 

es which may help in the understanding of popula- 
tion structure and change, theoretical construc- 
tions which serve to explain population dynamics, 
and methods for assessing vital statistics and 
census data. The purpose of the paper is to 
show that, through the reconstruction of the 
past using relatively simple models, vital sta- 
tistics can be continuously reinterpreted for 
the improvement of data and for more refined 
analysis. 

Population Projection 

The interpretation of vital statistics can 
be aided by a hypothetical projection into the 
future, a familiar technique for making sense 
of birth and death data. Such projection is 
distinguished from forecasting the future which 
is too difficult a task at the present state of 
knowledge. Demography does well to confine it- 
self to accounting for past demographic pheno- 
mena, a difficult enough enterprise. Another 
technique, with which we are concerned here, is 

to break down the phenomenon under investigation 
into simple elements and then see how well the 
phenomenon can be reconstructed by putting these 
elements together into a suitable model. 

If statistical data speak for themselves, 
they speak in a very low voice. Most of what 
they say is inaudible without some theoretical 
and practical amplification. As an example of 
how vital statistics are made to talk think of 
the birth data for the United States and for 
Mexico. In recent years Mexican births have 
been running about 2,500,000 per year, while 
those of the United States have been about 
3,500,000 per year. The direct comparison of 
these numbers seems to tell us that the United 
States is higher than Mexico by about 1,000,000 
births or 40 per cent. Nearly anything that one 
could say on the basis of this fact alone would 
be wrong. 

Interaction starts when we note that the 
population of the United States at the present 
time is 210,000,000 and that of Mexico about 
55,000,000; that in terms of these the birth 
rates are 17 per thousand and 45 per thousand 
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respectively; that overall death rates are simi- 
lar, Mexico's higher age -specific rates being 
offset by its much younger population. By a 
succession of such derivad facts we gradually 
approximate to the true meaning of the birth 
totals of the two countries. We go on to age 
specific rates of birth and death; make the 
death rates into a life table; use the life tab- 
le along with the birth rates to calculate in- 
trinsic rates; find that the intrinsic rate of 

natural increase, the growth of the population 
that would result in due course if the age -spec- 
ific rates of birth and death were to persist, 
is 7 per thousand for the United States and 35 
per thousand for Mexico. Then we can assert that 
continuance of the Mexican rates would ultimately 
result in a doubling of the population each 20 
years, of the United States rates only once each 
100 years. At the end of a century of such rates 
the United States would contain 400,000,000 peo- 
ple, while Mexico would have multiplied by 32, 
and so contain 1,600,000,000 persons. 

Now the figures begin to talk. For the 
above very rough calculation tells us that the 
Mexican rates of increase cannot continue for 
100 years, while the United States rates can con- 
tinue. They tell us that anyone who opposes 
birth control as a matter of principle for Mexico 
may claim to be taking a high moral position, but 
that he is in fact proposing a course that can 
only lead to an increase in the death rate. 

The technique used in this argument ampli- 
fies a difference by projecting into the future. 
When we use raw births to ascertain age- specific 
birth rates in the two countries, and then go on 
to calculate intrinsic rates of about 0.007 for 
the United States and about 0.035 for Mexico, we 
find Mexico to be higher but the difference looks 
trifling; in any one year it could hardly have 
any effect. An amplification is provided by the 
hypothetical projection into the future: the fu- 
ture that enters the calculation is not in real 
time, but is rather in the special kind of time 
on which a conditional prediction is based. 

The censuses help explain vital statistics. 
Births of the United States would be much greater, 
without any change in the chance of childbearing 
for individual women, if the population was as 
young as that of Mexico. With such a young pop- 
ulation our birth rate would be 20 per thousand 
instead of 17 per thousand merely because of the 
different mix of ages. On the other hand if Mex- 
ico was of the age distribution of the United 
States it would show only about 42 births per 
thousand rather than the actual 46. A principle 
of inertia applies in demographic affairs -- 
having a high birth rate in the past is in itself 
an influence making for a high birth rate in the 
future. A high past birth rate combined with a 
low death rate similarly reduces deaths, and so 
makes for an especially rapid population increase, 
simply by virtue of the way that high births and 



low deaths generate a young age distribution. 

We have seen that a hypothetical future is 

one of the demographer's instruments for under- 

standing the present. But he also needs the 
past for instance in explaining how the age dis- 
tribution as shown in the 1970 census came to be 
what it is. Here the past vital statistics serve 
as the means of explanation of the present cross - 
sectional distribution. We proceed to look into 
this aspect. 

Explaining Population Characteristics 

To understand a phenomenon, we must break 
it down into its simplest elements, then put 
these elements together again in such a way as 
to reconstruct the phenomenon. This at least was 
the method of Descartes, and it seems the way to 
make intelligible the population characteristics 
presented as census and other data. Such char- 
acteristics as age, sex, marital status, birth- 
place, occupation, and industry, are suited to 
Cartesian treatment, but we will stay with char- 
acteristics that can be explained by vital sta- 
tistics. 

Past rates of birth and death are especially 
convenient for explaining age distributions. By 
partitioning and reassembling the observations 
from their constituent elements, the stable model 
can be utilized. By use of this or some other 
suitable model we can say that the ages of any 
country would be if previous age -specific birth 
and death rates had been of certain amounts. 

As an example we explain some differences 
between Venezuela in 1965 and Sweden in 1803 -7 
so comparing a present developing country with 
an underdeveloped country of the early 19th cen- 
tury. We observe that in early 19th century 
Sweden about 30 per cent of the population was 
under 15 years of age, while in Venezuela now 
about 45 per cent is under 15 years of age. The 
difference is great and of serious consequence 
for the economy and society of the two countries. 
How much of it is due to difference in birth rates 
and how much to difference in death rates? 

An answer is given by putting together an 
artificial population based on the stable model. 
(What model to use is a question that has to be 
considered afresh according to the circumstances 
of each occasion.) On this model Venezuela shows 
47.7 per cent under 15 and Sweden 31.3 per cent 
under 15. If we make up an artificial population 
with the birth rates of contemporary Venezuela 
and the death rates of early 19th century Sweden 
we find a proportion under 15 of 43.6. Thus 
holding birth rates fixed we find that the effect 
of the difference of death rates -- especially ear- 
ly 19th century Sweden's higher infant mortality- - 
is to lower the under 15 by 4 percentage points 
neat of the 16 percentage points of total differ- 
ence. Presumably the remaining 12 percentage 
points are accounted for by the difference in 
birth rates. We can check this by doing the 
calculation in the other direction (with Venezue- 
lan death rates and Swedish birth rates) and find 
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the same result. Apparently the two sequences 
in our experiment leads to an unambiguous result: 
interaction between birth and death rates is 
small. Of the total difference between the 47.7 
per cent under 15 for Venezuela and the 31.3 per 
cent for Sweden, three quarters are due to the 
difference in births and one quarter to the dif- 
ference in deaths. 

It is more surprising to learn that about 
the same is also true for the differences bet- 
ween the two populations in proportion of old 
people, in dependency ratios, and in rates of 
natural increase. The calculation can be im- 
proved by allowing for changing rates of birth 
and death. But where such complications give 
essentially the same result we can gladly dis- 
pense with them. 

Demographers concede that our ability to 
predict the future is limited to those cases 
where no sharp turning appears. Non-demograph- 
ers agree heartily; the difference between them 
comes in whether population science ought to be 
able to foretell the future. Forecasting of com- 
plex concrete situations is too difficult a task 
to be the test of a science. A less severe test, 
though one difficult enough, is to account for 
the past. Where the stable population or other 
mathematical model is too simple to be useful we 
ought to be able to set up a random birth pro- 
cess on the computer that would produce a set of 
vital statistics and censuses indistinguishable 
by the methods of statistical inference from the 
vital statistics we observe. This more modest 
ideal of accounting for the past by a mathemat- 
ical or simulation mechanism can serve as a tar- 
get for demographic theory until we are bold and 
strong enough to hope for precise forecasts. 

Along these lines we have the development 
of several population simulation models using 
Monte Carlo techniques. One of these, POPSII1, 

is a dynamic demographic model designed for com- 
puter simulation of the principal demographic 
processes occurring in human populations.2/ It 
is classed as a microsimulation model because it 
generates a vital event history, including the 
dates of birth, marriage, divorce, widowhood, re- 
marriage, and death of each individual in the 
computer population. While it is a two -sex mod- 
el, it may be used for simulating cohort as well 
as period data. It is a stochastic model in the 
sense that random sampling from probability dis- 
tributions is used to determine which events 
occur to an individual and when they occur; and 
it is a dynamic continuous time model permitting 
the probabilities to change with time. The ori- 
ginal version of the computer program was not de- 
signed to distinguish between social segments of 
the population; the program has now been modif- 
ied to permit distinctions by hypothetical seg- 
ments in terms of race, residence, and family 
income. 

One point to be made here is that while the 
technique may be developed, it should be more 
widely tested with published results so that more 
statisticians and demographers may become concerned 



with the technique and its applicability. The 
problems inherent in the appraisal of the tech- 
nique only foreshadow the many technical- analy- 
tical problems which computer based simulation 
is only now beginning to compel us to resolve. 

Some simplistic estimates of population 
changes have been used, for example, to deter- 
mine the effect of the so- called Zero Population 
Growth;. they may be scientifically inappropriate 
because they take into account only a few vari- 
ables. On the other hand, using hundreds of 
variables, one study has already provided impli- 
cations of considerable social and economic con- 
sequence; such findings are too often given as 
final interpretations whereas the method is 
essentially theoretical and should be considered 
only as basically useful for continued testing 
and experimentation. Probability studies infer 
experimentation. 

Simulation models can be used not only for 
projection from today on but also, in the light 
of the observations of this paper, for testing 
past experience with both census and vital sta- 
tistics data. One can incorporate the details 
of the demographic history of the past into the 
actual development of various population futures 
to see how these were derived and What the alter- 
nate consequences might have been. 

Verification 

But prior even to drawing conclusions about 
the future, and tracing population characteris- 
tics into the past, is checking whether the vital 
statistics are correct. There is no substitute 
for the checking that goes on in vital statistics 
offices, but that checking needs some supplemen- 
tation, in particular from the attempt to inter- 
pret and use the vital statistics that are pub- 
lished. 

As for error, for example, there are a num- 
ber of questions regarding the possible errors 
in the death certificate. More persons seem to 
have a hand in the production of a death certi- 
ficate than in the production of most statistical 
reporting forms. From the point of view of what 
constitutes good reporting or survey technique 
too many uncontrolled persons are involved in 
the process. In some hospitals the form goes 
through several hands in different departments; 
the physician fill out the medical certification, 
and /or signs it; the funeral director fills in 
what is called the demographic information from 
various sources. Apart from the question of 
error on medical certification in terms of selec- 
tivity and subjective judgement as made by the 
physician is the fact that from a purely scienti- 
fic point of view the process is unreliable. Yet 
the process itself and questions concerning the 
derivation of selected items have not been sub- 
ject to the intensive investigation they deserve. 

A set of death statistics may look satisfac- 
tory, but when one makes a life table from them 
it may turn out that the expectation of life at 
birth is 110 years. At the very least then one 
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would want to re- examine the data, both those 
referring to the deaths and to the exposed pop- 
ulation, and see Whether anything could have gone 
wrong. Such a test is very gross, and would re- 
veal only the most inexcusable errors. 

A finer test is available if one is looking 
at mortality for a number of countries. Group- 
ing the countries according to the factors that 
have a known influence mortality -- income per 
head, for example- -one could see how the rates 
and expectations for any one group of countries, 
say a group that is homogeneous in respect of 
income, are distributed. If one of the groups 
is far outside of the distribution then its vital 
statistics need looking into. This test can be 

especially effective for particular causes of 
death; in a recent unpublished work Samuel Pres- 
ton has shown that a given cause shows similar 
age profiles at very different levels of ferti- 
lity.?/ 

In other instances we can check a birth 
rate by asking whether the persistence of that 
rate in the past would have accounted for the 
present age distribution as shown by a census. 
If the age distribution is very steep, then the 
births must have been correspondingly high. 
When we see that Colombia (1964) reported about 
46 per cent of its population under age 15, and 
registered births were only 38 per thousand pop- 
ulation, we suspect omission in the vital sta- 
tistics. Fitting a stable model to the ages 5 

to 29 gives over 47 births per thousand popula- 
tion. But the births could have been falling in 
the preceding years, so we fit (to ages 5 to 70) 
a modified stable distribution that allows for 
falling births. This gives over 44 births per 
thousand. The ratio of children 5 -9 to women 20 
to 50, less dependent on the stable assumption, 
shows about 45 births per thousand. The virtual 
agreement of all these ways of looking at the 
age distribution reinforces our suspicion that 
many births, possibly as many as one quarter, 
were unregistered. 

Demographers do not come to their data with- 
out preconceptions. They carry around in their 
heads a set of anticipations of What birth rate 
ought to appear for developed and for developing 

countries. They know what age distributions 
ought to look like for different kinds of popula- 
tions. A question worth raising is Whether these 
anticipations can be more formally used as 
priori probabilities in a Bayesian scheme. On a 
Bayesian way of doing demography one would sketch 
out his conclusions in advance, and indeed draw 
up a complete picture of his subject, necessarily 
vague in that each of the parameters would be ex- 
pressed as a fairly wide range with a probability 
attached. Then the new data would be brought in, 
and would serve to narrow the ranges within which 
the diagram was sketched out. It would not al- 
ways merely narrow an priori range; it could 
move the range to some other position altogether, 
and even increase it. 



The Truth Attained by Assembly and Selection 

The assembly of material from diverse sour- 
ces can help us to discern the defects of any one 

source. Births and deaths are nearly always un- 

derregistered in newly established vital statis- 
tics systems, and often in old ones as well. 
All censuses undercount certain categories, for 
example men about age 20. Yet defective vital 
statistics can be used along with defective cen- 
Buses to produce a complete account. 

The method is based on the fact that as in- 
dividuals are born and pass through their lives 
they are noted at various statistical check- 
points. A child may be missed by the birth re- 
gistration network, and again by the decennial 
census taken when he is age 3, but then caught 
in the next census at age 13, missed in the cen- 
sus of age 23, and so on. The statistical sy- 
stem has enough redundancy that being caught 
some of the time suffices, and Coale and Zelnick 
have ingeniously taken advantage of this for the 
United States.3/ We may have to match the sources 
name by name in order to catch everyone, and this 
is often done in historical demography. 

But if there are certain ages in which most 
individuals are caught in the census, then we can 
use purely demographic or aggregate methods, 
without matching. The census level at ages 5 to 
14, for example, may be perfectly complete, and 
adding an estimate of preceding deaths to it en- 
ables us to infer the births. From the improved 
birth total so obtained we can go on to the dis- 

tribution of births, say by age of mother or par- 
ity, for which the vital statistics may be ade- 
quate. This is an example where the vital sta- 
tistics are assessed and improved by the census. 

In other instances a pair of censuses can 
check one another and provide at least a hint of 
what is happening to births and deaths. Suppose 
a sharp fall in a 1967 census population enumer- 
ated as 10 -14 from the enumerated as 5 -9, a notch 
in the age distribution occurs, such as actually 
shown for Indonesia. It could be due to a real 
rise in successive cohorts, if for instance to a 
drastic fall in infant mortality occurred about 
1950, or else it could be due to a simple under- 
statement by enumerators of the age of children, 
exaggerating the 5 -9 total and reducing the 10 -14. 
In the second case the notch would be wholly im- 
agines, and if the same census method was used 
in 1971 the notch would reappear at the same ages. 
If, on the other hand, the notch was real it 
would have moved along to ages 15 -19 and 20 -24 
by 1971. Real people get 10 years older in the 
course of 10 years; imagining people do not age. 
We now have the 1970 Census of Indonesia, and its 
preliminary count shows that some of both (a 
large youth cohort and age misstatement) are pre- 
sent. 

Fertility 

In the same way the vital statistics can 
serve to check the census as in the comparison 
of cumulative fertility rates and vital 
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statistics period rates. Census data on children 
ever born can be compared with vital statistics 
accumulations and the differences analysed. There 
are special problems here, deriving from under - 
enumeration rather than under- registration and 

from survivorship. Yet, while not be an easy 
matter to interpret, significant differences in 

magnitude and in estimated rates should stimulate 
new questions as to causality and validity. Also, 
data by age of mother, marital status and race 

can be compared. Hypothetical projections of 

what the cumulative data will be, as based on 

vital statistics estimations, or even what actual 

experience shows, can be developed and used as 

baselines for interpretation. 

Rearrangement of Data 

The interpretation of vital statistic. in- 
formation often requires its drastic rearrange- 
ment. The best known example is the translation 
of period into cohort material. We may wish to 
follow groups of individuals rather than take 
cross -sections of events across time, and con- 
sider the births to women aged 18 in 1930, aged 
19 in 1931, 20 in 1932, ... , assembling these to- 
gether and speaking of them as the cohort born in 
1912. Their reproductive activity can be compared 
with the corresponding activity of those born in 
1913, 1914, ... . The total children born to co- 
horts may vary less than do the total children 
born from one calendar year to the next. An un- 
usually high death rate when a cohort is young 
may eliminate less hardy members, so that its 
subsequent mortality is lower than that of ano- 
ther cohort not subject to as rigorous selection. 

The difference between cohorts and periods 
is unimportant as long as age -specific birth and 

death rates are constant through time. But once 

fluctuations occur in births then cohorts and per- 

iods are no longer equivalent. Suppose a dip in 
the United States economy followed by immediate 
recovery. If parents typically control their 
births with a view of having a certain number of 
children, there may be a dip in births but it 
will be followed by a subsequent offsetting rise. 
The delay in the formation of some families has 
had only a trifling effect on the growth of the 
population. But if the economic dip is prolonged, 
so that some parents pass the prime childbearing 
ages, then they are likely not to make up all the 
lost births, and the economic recession will have 
caused a net loss of population. The full mean- 
ing of the vital statistics is not revealed until 
we know how long an economic dip causes what loss 
in population. Full knowledge would show how the 
birth rate mimics the ups and downs of the econ- 
omic cycle. 

Combinations of Elements 

We have been discussing studies in which new 
approaches develop as inherent in the data. There 
are other needed investigations in which insight 
emerges from new combinations of data. One of 
these is the manipulation of medical certifica- 
tion of death to provide combinations of diseases 
or multiple causes of death, and all other 



related factors reported on the death certifica- 
tes, in simple tabular form. In countries of 

populations in the millions where the total num- 
ber of deaths are in the hundreds of thousands or 
millions, and thousands of variables (causes) are 

involved, the problem heretofore has remained un- 

solveable. By the use of the computer both as a 

combining and as a selective tool, the problem 
is now solved. After some years of work the Aut- 
omated Classification of Medical Entities (ACME) 
is a reality; the great potential of this 
now awaits the work of scientific analysts. 
While the system automatically selects the under- 
lying cause of death for national totals and in- 

ternational comparisons, any combination of causes 
can be determined by prescribed programming. 
This may throw new light on what mortality itself 
is from the statistical standpoint. To carry the 
method one step further; it should be possible to 
use ACME to develop a model for refined 
study of the past effects of selected morbidity 
and combinations of causes of death on population 
growth. Whenever something like this comes along 
we must ask ourselves what other combinations of 
elements can be investigated. 

Extension of Life Table Techniques 

The model population distribution which we 
know as the life table has a number of uses other 
than that of indicating life expectancy on the 
basis of established fertility and mortality 
rates. It has been used to assess the effect on 

the population of the elimination of selected 
diseases, for example, and has indicated the num- 
ber of persons, especially older ones, who would 
have survived had these diseases not taken their 
toll. It is possible to consider the model as a 
form for testing various estimations of fertility 
and mortality by age, race, and sex. In other 
vital statistics areas the technique has been 
successfully used as a theoretical device as, for 

example, where marriages are considered as births 
and divorces as deaths. These have apparently 
been more successful than the epidemiological 
model of using pregnancy as a disease and con- 
traceptives as a cure but both approaches indic- 
ate that techniques have no limits as regards 
conceptual development. 

Semolina from Vital Records 

Because of the cost factor and demands on 
limited staff, it may become necessary to con- 
sider how to simplify the record processing task 
by reducing the one hundred percent sample of 
births or deaths to a direct 50 percent sample, 
or to a selective item sampling of 5, 10, or 25 

percent. Sometimes decisions to affect these pro- 
cedural changes are not evaluated until the data 
year is completed and the results are in. At 
other times decisions to do selective sampling 
are made on the basis of statistical inference, 
without testing. With the vital statistics data 
available for past years it should be possible 
to experiment extensively to determine the effect 
of differential sampling on final frequencies and 
rates. 
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For an example, the decision in the United 
States to go to the 50 percent sample of births 

made impossible the production of detailed tab- 
ulations on multiple births. Other means had to 
be developed to produce estimates for twins, tri- 
plets, and so on, but these data have not been 

considered adequate by some programs. What else 

was eliminated, not so visible as twinning, has 

not been fully explored. On the other hand, to 
see if legitimacy rates could be produced for 
those registration areas which did not have the 
item on the birth certificates, a retrospective 
test, the Inferential Method, was used./ In 

this method, data derived from complete report- 
ing for a past year was compared to that from 
incomplete information from the same certificates 

which inferred illegitimacy. The rates were 

found to be comparable. Unfortunately, the meth- 

od was also found to be too costly for process- 
ing on a regular basis. 

The use of vital records of any past period 
for laboratory purposes generally is probably 
limited because of matters respecting confiden- 
tiality and accessibility but local and national 
offices may wish to consider the scientific pot- 
ential inherent in these investigations. The use 
of vital records for any past year as a sampling 
frame for retrospective studies in fertility, 
mortality and nuptiality, has already proven 
fruitful. 

Conclusion 

Before anyone can hope to forecast the fu- 
ture he must learn to interpret the past. The 
interpretation can consist in breaking down the 
phenomenon under investigation into simple ele- 
ments, and then seeing how well past instances 
of the phenomenon can be reconstructed by putting 
these elements together. One example is the ex- 
planation of an age distribution in terms of the 
birth and death rates of the preceeding 90 years. 
Another is referring the present increasingly 
higher death rates of males to the different in- 
cidence of causes for the two sexes. A third is 
showing how cohorts defer and advance their child- 
bearing in accordance with economic conditions, 
thus allowing a relatively constant number of 
children per family to give rise to widely fluc- 
tuating period rates. Such reconstruction fac- 
ilitates causal analysis, and tells what would 
occur if one of the underlying elements were 
different. It can be used to say what increase 
in the proportion of old people would result 
from eliminating cancer or heart disease; what 
the ultimate population would be if couples im- 
mediately dropped their childbearing to bare re- 
placement; what effect emigration has on the sub- 
sequent birth curve. The reconstruction of the 
past through the use of models, some relatively 
simple and others complex, can be carried further 
and will help in the interpretation of vital sta- 
tistics. 

There are other areas for experimentation as 
in the case of comparing vital statistics and cen- 
sus data, the rearrangement of data such as in 



cohort fertility, in new combinations of data 
elements, and an extension of established tech- 
niques, such as life table applications, and so 
on. 

There is more to come from vital statistics 
analysis. In the past 25 years the new techni- 
ques, measures, and methodologies developed by 
Whelpton, Greville, Campbell, Lee, Linder, and a 
number of others, have shown that this area of 

investigation is by no means dead. This paper 
is a reminder that the field of thought opened 
by John Graunt three centuries ago is still wide 
open for stimulating statistical investigation 
and analysis. 
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"EXPERIENCE WITH ABORTION REPORTING IN NEW YORK CITY FOLLOWING LIBERALIZATION OF THE LAW." 

Frieda G. Nelson, Jean Pakter, Donna O'Hare, N.Y.C. Health Dept. 

Introduction 

On April 10, 1970 the New York State Legis- 
lature passed a law which vastly liberalized the 
performance of abortions in New York State. 
Heretofore, the law permitted abortion only if, 
in the physician's judgement, the life of the 
expectant mother was in jeopardy. The new law 
made the abortional act legal if the woman con- 
sented and if the abortion was performed by a 
licensed physician within 24 weeks of the com- 
mencement of pregnancy. The law was silent on 
the question of residency requirement. Its 
effective date was July 1, 1970. 

The short interval between the passage of 
the new law and its effective date was a time of 
conjecture and surmise. 

Opponents of abortion reform, as might be 
expected, prophesied serious difficulties. But 

others, many favorably disposed towards a lib- 
eralized abortion policy, began to ask serious 
questions. What would the demand be? Estimates 
varied widely from 50,000 to as high as one- 
quarter of a million. What about the influx of 
non -residents and would they overwhelm the medi- 
cal facilities of our city and deprive residents 
of services? Some predicted flatly that New 
York City would become the "abortion capital of 
the nation ": Would minority groups be served? 
Would they even come forward to request service 
or would abortion be repugnant to them and 
viewed as a form of genocide? Would readily 
available abortion replace contraception as the 
main mode of family planning? Would women come 
for abortion early in pregnancy? Could the med- 
ical facilities of New York City "tool up" 
quickly enough to meet the demand? Would legal 
abortion be done safely - with a minimum of 
risks? And what about the beneficial effects of 
safe abortion? Proponents of legal abortion had 
urged it on grounds that it would reduce 
maternal morbidity and mortality. Would this 
really occur, or would criminal, unclean 
abortions persist unchecked with deaths from the 
clean, legal procedures merely superimposed on 
the mortalities of the criminal ones. Would 
there be any impact on the birth rate and on 
infant mortality. 

The following is a report of the experi- 
ence in N.Y.C. under the new abortion law for 
the first year and one half based on statistical 
data collected. 

Method of Collecting Statistical Leta 

Data were collected by means of certifi- 
cates designed for reporting all terminations of 
pregnancy, induced or spontaneous. The filing 
of these certificates is mandated by the New 
York City Health Code. These provide data re- 
garding number of abortions, weeks of gestation, 
reason for the termination, age and parity of 
the female, and whether a previous termination 
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had occurred since July 1, 1970. The mode of 
termination and the facility where termination 
took place, are recorded; also the legal resi- 

dence of the patient. 

However, the certificates which are 
supposed to be filed within 48 hours after ter- 
mination were not designed to yield information 
on complications. A-separate weekly reporting 
system was therefore instituted under which a 
special report form was to be forwarded every 
week to the Department of Health by each facili- 
ty performing abortions. This form enabled the 
department to obtain data on the number and type 
of complications. 

In addition, the municipal hospitals pro- 
vided at first a daily and then a weekly tele- 
phone report on abortions performed. 

Each method of reporting served as a check 
on the other and helped us estimate the degree 
of underreporting known to exist. 

The certificates of termination of preg- 
nancy provided our primary source of information. 
Most of the analyses which follow are based on 
them. 

In the 18 months after abortions were made 
legal in New York State, certificates for 
250,632 abortions were filed with the New York 
City Health Department. Of these 86,381 were 
residents, 164,251 were non -residents. Taking 
into account other sources of supplementary 
information; e.g.; telephone reports from 
municipal hospitals and weekly abortion reports 
from participating hospitals, it is estimated 
(probably conservatively) that 277,230 abortions 
were done the first year and one half and that 
about 65% were to non -residents. 

In the entire State of New York, 325,881 
abortions were performed in the 18 months. Thus, 
76.9% of this number were done in New York City 
and the remainder, 23.1%, outside New York City. 

Ten Leading Areas For Abortions To Non - Residents 

Women came to New York City for abortions 
from every one of the 50 states as well as New 
York State residents living outside New York 
City. 

Table 1 lists the 10 most frequent areas 
from which the non -residents came. New Jersey 
geographically adjacent to New York heads the 
list and some in the mid -west such as Illinois, 
Michigan and Ohio are included. Canada, our 
foreign neighboring country is 10th on the list. 

Vor Abortions In New York City: Types 
Of Provider 

For the residents of New York City the chief 
source of abortions were the municipal and the 



voluntary hospitals which together provided 73% 
of abortions for residents of the city. For 
the non -residents the chief source of abortions 
was the free -standing clinics - some affiliated 
with hospitals. Non -residents also were 
largely served by proprietary hospitals some of 
which were the New York City termini of active 
abortion referral service for out -of- towners. 

It was the stated policy of the municipal 
hospitals to accept only city residents. How- 
ever, more than 1000 non -residents were treated 
at these hospitals. (Table 2). 

Abortions Performed By Weeks Of Gestation: 
Residents And Non -Residents 

At the outset of the program, there was 
much concern that the demand for abortions 
would overtax the available facilities and 
staff and would create delays and unduly long 
waiting lists. Another concern was that many 
women might come in the later stages of 
pregnancy requesting abortion either through 
ignorance or fear. It was reassuring then to 
find that the concerns were groundless since 
our statistics show that over 3/4 of all women 
came in the first 12 weeks or less gestation. 
The non -residents tended to have a higher per- 
cent (78 %) as compared with the residents 
(75.6 %). (Table 3). 

Method Of Termination Of Pregnancy By Facility 

As noted in Table 4A of the total number 
of abortions performed, the suction method far 
exceeded all other methods and accounted for 
over 60% of the total. The Dilatation & 
Curettage method accounted for almost 25 %. The 
saline instillation method accounted for 14% 
and the method least in use was the hysterotomy, 
less than 1 %. 

The various types of facilities differed 
in the proportionate use of methods. In great 
measure, this was a reflection of the distri- 
bution pattern of stages of gestation. For 
example, if the municipal hospitals had a 
relatively high proportion of saline in- 
stillations (26 %), it was an indication of the 
relatively greater proportion of women coming 
in after the first trimester of pregnancy. 

Conversely as might be expected, the free 
standing clinics reported over 92% abortions by 
suction method since all patients in these 
clinics are supposed to be 12 weeks or less 
gestation. 

The trends in mode of abortion by facility 
from the onset of the program through the en- 
suing months showed the following changes: 

In municipal hospitals the percentage use 
of suction kept increasing while percentage of 
D & C's was dropping. 

The suction method went up from 25% to 63% 
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whereas the D & C's declined from 35% to 15 %. 

The saline instillation method dropped from 
37% of the total to 21 %. 

A similar pattern was noted for the ward 
service of voluntary hospitals where suction 
method accounted for 57% rather than 43 %, the 
percent at the beginning of the program. Here 
too D & C's declined from 29% to 23 %. The 
saline method declined from 25% to 18 %. Like- 
wise in the private services of voluntary 
hospitals the use of suction rose to 53% from 
43% while the D & C method declined from 38% to 
27 %. 

The saline method appeared to increase 
proportionately from 16% to 19 %. Hysterotomy as 
a mode declined. 

The trend in the proprietary hospitals has 
been quite revealing. In this group, the 
suction method has had a somewhat lower percent, 
35% compared to the other facilities. The D & C 
method declined from 50% to 36% but the most 
striking change is the increased proportion of 
saline instillations which went up from 12% to 
28% of all abortions in the proprietary 
hospitals. 

In the free standing clinics the pattern of 
methods utilized has changed least. Suction 
still accounts for over 90% of all methods. 
However, a slight increase is observed in the 
proportion of D & C's performed (up to 8% from 
1.5 %). 

Tables 4B shows the number and percent of 
method of termination by facility for residents. 
The residents receiving saline terminations went 
chiefly to municipal hospitals and second to 

voluntary hospitals but non -residents went 
chiefly to proprietary hospitals for saline 
terminations, exceeding twice the number of New 
York City residents' saline abortions in 
nunicipal hospitals. In fact, many more saline 
abortions were done for non -residents (22,033) 
than for the residents (13,473). (Tables 4B and 
4C). 

Age Of Women Undergoing Abortions 

The greatest proportion of women undergoing 
abortions fell in the age group 20 -29 years 
accounting for approximately 54% of the total. 
(Table 5). For residents this age group 
comprised 58.5% and for non -residents 51 %. The 
teenage group accounted for 26% of the total. 
The residents teenage group was about 17% of the 
total and the non -residents about 31 %. Thus, it 

would appear that the non -residents tend to be a 
proportionately younger group than the residents. 
In fact, 11.5% of the non -residents were 17 years 
or less in age. 

Women who were 35 years or more accounted 
for 9% of the total. Among the residents the 
group 35 years and over comprised over 10% of 



the total whereas among non -residents this pro- 
portion was lesa, namely about 82. 

Race And Ethnic Distribution Of Women Aborted 

As noted in Table 6, the white women 
accounted for approximately 74% of the total. 
This high proportion stemmed chiefly from the 
non -residents of New York City who were pre- 
dominantly white (88.5%). The non -white 
comprised 22% of the total and the Puerto Rican 
4%. 

The ethnic and racial distribution of 

residents was quite different from that of non- 
residents. In New York City, 45% of the total 
abortions for residents were white; non -white 
comprised about 44% and the Puerto Rican about 
11%. Whereas for non- residents the white was 
88%, non-white was approximately 112 and the 
Puerto Rican less than 1%. 

These figures reveal clearly that legalized 
abortion is being sought by women of all ethnic 
groups in the city including the minority groups 
such as the black and Puerto Rican. These 
groups were the ones who had been largely the 
victims of crude attempts at abortions by un- 
skilled non -medical individuals, or self - 
induced by dangerous and desperate measures. In 
fact, deaths among these women comprised the 
largest component of our pregnancy associated 
deaths year after year. 

Short of death, thousands of these women 
entered the hospitals of the city every year in 
sepsis and shock following these attempted 
abortions. 

It is noteworthy that women of all ethnic 
groups are becoming enlightened and are availing 
themselves of the services if they desire to 
terminate a pregnancy. 

In 1971, about 30% of all births in New 
York City were to non -white whereas almost 44% 
of abortions among residents were to non - white. 
The ratio of abortions to live births in the 
past 18 months has been higher for the non- 
white than any other ethnic group. 

415.5/1000 live births for white 

737.2/1000 live births for non -white 

331.4/1000 live births for Puerto 
Rican 

The relatively small proportion of non- 
white and Puerto Rican among the non -residents 
is in part a reflection of the fact that a non- 
resident must have funds for travel as well as 
medical care. Thus, the poor non -resident is 
handicapped in obtaining an abortion in New 
York City. However, the resident who is poor 
can obtain an abortion through Medicaid which 
covers the cost or at a minimal cost if she can- 
not afford private care. 
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Parity Of Women Undergoing Abortions In New York 
City 

A difference has been noted between the 
residents and non- residents of the city under- 
going abortions regarding histories of previous 
pregnancies or parity. 

Among residents almost 592 had had previous 
births or pregnancies. In fact, over 12% had a 
pregnancy of fifth or more. Whereas among non- 
residents for the majority this was a first 
pregnancy (63.7%). (Table 7). In contrast, 
among residents only 41% were experiencing a 
first pregnancy. 

The trend in the 18 months since the pro- 
gram commenced is a noticable decline in the 
proportion of women of first pregnancy order and 
an increase in proportion of multiparae. This 
is true for both the residents and non- residents. 

The relative differences between resident 
and non -resident parity distribution remain. 
Specifically, the proportion of primiparae for 
residents dropped from 46% to 39%; for non- 
residents it dropped from 68% to 62%. 

The proportion of multiparae increased for 
each order of parity for the residents'of New 
York City as well as the non- residents with the 
passage of time. 

Complications Reported (By Weekly Bulletins) 
Following Abortions 

The overall reported rate of complications 
(Table 8) was 7.3/1000 abortions. This figure 
is realistically an underestimate of the true 
incidence of complications particularly those of 
a minor nature which may not be recorded or re- 
ported. Underreporting may also be due to the 
fact that cases done outside hospitals, on an 
ambulatory basis, especially among non -resident 
women are lost of follow -up and accordingly 
complications may not be reported. 

The data strikingly show the relative 
seriousness of later terminations versus early 
terminations as measured by the difference in 
complication rates. For terminations 12 weeks 
or less the rate was 3.8 whereas for those over 
12 weeks the rate was 23.7/1000 abortions! This 

is more than a sixfold difference in rates of 
complications. 

For the early terminations, perforated 
uterus was reported as the major complication 
with a rate of 1.3/1000. Infection and 
hemorrhage were next in order of frequency. 

For the late terminations, the most fre- 
quent complication was retained tissue 
(11.0 /1000) followed by infection and 
hemorrhage (4.5 and 3.5/1000). 

Failure was reported more often for late 
termination than for early (1.8/1000 compared 



with less than 0/05 /1000). 

The nature of the complications is closely 
associated with the method employed as will be 
described. 

The rates of complications were recorded 
over the 18 months for the various quarters of 
the year to observe whether with the passage of 
time, experience and skills acquired might have 
led to a diminution in the frequency of 
complications. This was indeed the finding 
particularly for the early terminations. 

The incidence of perforation of the uterus 
dropped from 1.5 initially to 1.0 in the last 
quarter of 1971. 

Infection rate declined from 1.9 to 1.1 
and hemorrhage from 1.5 to 0.8. On the other 
hand, the complication of retained tissue rose 
from 2.3 to 3.0/1000. 

The overall rate of complications did de- 
cline from 8.5 to 6.7/1000 and with the 
exception of complication of retained tissue 
all specific complications as reported declined. 

In comparing the first year's complications 
(July 1970 - June 1971) with the second year to 
date (July 1971 - April 1972) a decline was 
noted for complications of terminations 12 weeks 
and under with a decline in the rate from 4.6 to 
3.1 but for those terminations beyond 12 weeks 
the decline was relatively slight from 26.8 to 
24.8/1000. 

Complication Rates By Type And Method Of 
Termination 

In discussing the varying rates of 
complications by length of gestation, allusion 
was made to the association of complications by 
method of termination employed. Tables 9A and 
9B show clearly that saline instillation method 
carried the highest risk, closely seconded by 
hysterotomy (28.3 and 27.8 respectively). The 
most frequent specific complication recorded 
for the saline instillation method was re- 
tained tissue (14.7 /1000) and second by in- 
fection (5.4/1000) while the suction method had 
the lowest rate of complications with an over- 
all rate of 3.7/1000. The D & C method carried 
a somewhat higher risk overall, namely 5.1 /1000 
abortions with slightly higher frequencies for 
perforation of the uterus (1.9/1000), hemorrhage 
and infection (1.0 and 0.9/1000 respectively) 
than in cases where suction is employed. It was 
observed that D & C was utilized in more ad- 
vanced gestations where it was felt that suction 
was not advisable. It has been established that 
risks increased with suction and or D & C as 
gestations go beyond the 10th week and con- 
siderably increased between the 12th and 15th 
weeks of gestation. 

Hysterotomy is relatively not as safe a 
procedure as judged by the incidence of serious 
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complications. Infection rate is highest for 
this method (11.0 /1000 as compared with 5.4 for 
saline, 0.9 for D & C and 0.8 for suction). 

In analyzing the trends in complication 
rates by method, it was observed that the rates 
declined for all except the saline method which 
in the last quarter was recorded as 31.3/1000 
abortions. 

The various categories of hospitals showed 
declines in rates of complications except the 
proprietary hospitals. This group showed in- 
creases reflecting most likely the increased 
proportion of late terminations or saline in- 
stillations being performed in proprietary 
hospitals. 

The free standing clinics also showed some 
increase though slight. This may indeed in- 
dicate need for intensified surveillance of free 
standing clinics since these are not permitted 
to undertake terminations beyond the 12th week 
of gestation. 

Reasons For Terminations Of Pregnancy 

Before the advent of the liberalized law 
the reason most commonly cited was "psychiatric." 
After the law took effect the "psychiatric" in- 
dication became the least common. The most 
frequently cited indication has become "social 
or sociologic." 

Medical reasons were cited in only 1% of 
the cases of the residents and even less, 0.4%, 
for non- residents. 

It was quite apparent that the strictures 
of the old law led to subterfuges for in- 
dications for so- called therapeutic abortions. 
In great measure these were available only to 
private patients and not to poor ward patients. 
The liberalized law has put aside the veil of 
intellectual rationalizations and permitted a 
fair and honest appraisal of indications for 
termination of pregnancy. 

Pregnancy Associated Deaths 

One of the most compelling reasons for the 
public health officials and most of the medical 
community to favor liberalized abortions was the 
mortality following the so- called illegal 
"criminal" type of abortion. 

Data tabulated from 1960 thru 1971 (Table 
10) for deaths associated with pregnancy show a 
significant decline after 1970, both for the 
total and the component associated with 
abortions. The 12 abortion associated deaths 
include 7 legally induced, 3 "illegal" or self 
induced and 2 spontaneous abortions. The total 
abortion associated death rate achieved a record 
low of 0.9/1000 live births. 



It should be pointed out that from 1966 on 
a decline in maternal mortality (Figure 1) was 
noted. This may well have been associated with 
the availability of family planning services 
which had become officially endorsed and read- 
ily available in the late 60's. Curbing un- 
wanted pregnancies would appear to have a 
salutary effect on mothers and babies in terms 
of mortality. 

Effect Or Association Of Liberalized Abortions 
And Birth And Birth Rates 

It had been predicted by many population 
experts that births would increase in the 70's 
because of the expansion of the child bearing 
age group resulting from record high births in 
the late 1940's. 

Accordingly, the decline noted in Table 11 
is significant. The drop from 149,192 to 

131,920, a 12% decline exceeded the national 
decline of 4.3 %. (Figure 2). 

Thus far in 1972, the decline has 
accelerated even further. 

It is our belief that the liberalized 
abortion program as well as family planning 
services have had a major impact. Other 
factors, such as economic recession, draft of 
young men for military services may be 
deterrents for child bearing. Nevertheless, 
the acceleration of the decline sustains our 
conviction that abortions as well as avail- 
ability of family planning measures are playing 
the role in the decrease. 

Out -Of -Wedlock Births 

Another effect of a liberalized abortion 
program under scrutiny was the impact it might 
have on out -of- wedlock pregnancies. 

Our data showed that for the first time 
since records were maintained that the steady 
increase of out of wedlock births year by year 
has actually been reversed and a decline noted 
by 11.8% which was even greater than the de- 
cline 11.5% noted for the in- wedlock births. 
(Table 11). 

Since out of wedlock births have been 
associated with higher rates of premature 
births and infant mortality, the decline is 
reassuring and should bring about a lower 
incidence of prematurity and infant mortality. 
Thus far this has proved to be the case 
(Table 12). All ethnic groups shared in this 
decline. 

A record low in neonatal mortality was 
achieved in 1971 with a rate of 14.9/1000 live 
births. 
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Summary And Conclusions 

The experience during the first 18 months 
in N.Y.C. following the passage of a 
liberalized abortion law effective July 1, 1970 
for the State of New York has been reviewed. 

It is estimated that 277,000 abortions were 
performed in this period of 18 months and that 
almost 2/3 of them were for women who did not 
reside in the City. They came not only from 
adjacent states but from great distances in- 
cluding other countries such as Canada. 

The residents of the city turned to the 
municipal and voluntary (non -profit operated) 
hospitals for abortions. As time elapsed about 
10% resorted to free -standing clinics for early 
terminations. On the other hand, the non- 
residents resorted primarily to proprietary 
hospitals and free standing clinics, especially 
the latter which have proliferated in number and 
have been serving the largest number of women in 
recent months. 

The majority of women requesting abortions 
had terminations early, i.e. 12 weeks or less 
gestation, over 3/4 of the total. A greater 
proportion of residents with the passage of time 
came in earlier and most recent data indicated 
that 79% of them obtained abortions at 12 weeks 
or less gestation whereas in the beginning it 
was about 70 %. 

The non -residents tended to come earlier 
for abortions than the residents at first but 
not the proportion is about the same for both. 
If anything, a slight increase in the proportion 
of late terminations among non -residents has 
been noted recently. 

Of all modes of termination employed, the 
suction method was most often used. Dilation 
and curettage was second. For later termina- 
tions (16 weeks and over) the saline method was 
used far more frequently than any other method. 

The proportion of saline terminations in a 
given facility reflected the proportion of later 
terminations performed at the facility. Thus, 

municipal hospitals had a relatively higher 
proportion of saline instillations for termina- 
tion. Now as proprietary hospitals have been 
serving a higher proportion of later termina- 
tions, the percent and number of saline 
terminations have increased considerably in this 
category of hospitals. 

The greatest proportion of women receiving 
abortions was in the 20 -29 year age group (54 %). 

This was true for residents and non -residents. 
However, teen -agers were in higher proportion 
among non -residents than residents 31% compared 
to 17% for the latter. For both groups, the 
proportion of teen -age women has been on the in- 
crease. 



Women of all ethnic or racial groups sought 
abortions. Among residents 45% were white, 44% 
were non -white and 11% Puerto Rican. 

For the non -residents, 88% were white, 11% 
were non -white and less than 1% Puerto Rican. 
These data clearly show that as the program has 
been organized, women of all ethnic groups seek 
abortion and that among residents there is no 
financial problem since the poor can obtain 
services. Thus the minority groups, the black 
and Puerto Rican, who are more likely to be 
poor, can now obtain abortions under safe legal 
circumstances. For the non -resident however, 
who have no financial resources, coming to 
N.Y.C. for an abortion, may pose problems. 

The parity of women undergoing abortions as 
shown in our data appeared to be increasing as 
time went on. The proportion of primiparae for 
residents dropped from 46% to 39% - for non- 
residents from 68% to 62%. Residents appeared 
more likely to be terminating pregnancies 
because of desire to limit size of family or 
space childbirth. Whereas among non -residents 
more often it was a first pregnancy which was 
deemed unsuitable for them to continue. 

The rates of complications although likely 
under -reported in our data, nevertheless re- 
vealed significant features. Late terminations 
carried a much higher complication risk, 
23.7/1000 abortions compared to 3.8/1000 for 
early terminations- -over 6 times greater 
frequency. 

Perforation of the uterus was reported as 
the most commonly occurring major complication 
of early terminations, with a rate of 1.3/1000. 
Infection and hemorrhage followed next in order 
of frequency. Suction appeared to carry less 
risk than D & C if employed in cases of 12 weeks 
or less gestation. 

The late termination methods were chiefly 
saline and hysterotomy. Both these methods 
carried relatively high risks for the saline 
instillation method, retained tissue was the 
most frequently reported complication. 

In the course of the 18 months, the rates 
of reported complications declined, more notably 
for early terminations and comparatively little 
for the late terminations. 

All deaths associated with pregnancy, both 
abortion associated or non -abortion associated 
declined in 1971 to a record low of 2.9/10,000 
live births. The rate for abortion -associated 
deaths in that year was 0.9/10,000 live births. 
This includes abortions which were legal, 
illegal and spontaneous. 

Births have declined in New York City in 
1971 by 11.6%, whereas for the U.S.A. the de- 
cline was 4.3%. The accelerated rate of de- 
cline of births in New York City is attributable 
to the liberalized abortion program. Out -of- 
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wedlock births declined for the first time in 
1971 after years and years of constant increases. 
In fact, the decrease for out -of- wedlock births 
was even greater than for the in wedlock births. 

Prematurity rates (births under 2501 grams) 
declined in 1971. (9.2%). The neonatal 
mortality (under 28 days of life) achieved a 
record low (14.9/1000 live births). 

Conclusions 

Based on 18 months experience, the liberal- 
ized abortion program has had a favorable impact 
on "maternal" mortality, including abortion - 
associated deaths. Numbers of women admitted to 
hospitals following illegal abortions, septic 
"incomplete" abortions have declined markedly. 

The drop in births and birth rates with de- 
clines in premature and out -of- wedlock births 
has been noteworthy. 

A record low in neonatal mortality has been 
established. 

These data are believed to have been 
significantly influenced by the liberalized 
abortion program as well as the extensive family 
planning services available since 1965 to women 
in New York City. 

The medical community of the city deserve 
commendation for the high standards established 
and maintained thus far and for their desire and 
effort to eliminate commercialism in a legalized 
abortion program. 

Referrals for non -residents as well as 
residents are available through reputable non- 
profit sources - Planned Parenthood of New York 
City in cooperation with the Health Services 
Administration of the City of New York, the 
Clergymen's Counselling Services, as well as the 
New York County Medical Society Services. 

Continued efforts must be made to urge 
women to seek safe legal abortions early if it is 
desired to terminate the pregnancy and to utilize 
family planning services to avoid the need for an 
abortion and especially to avoid the repeated use 
of abortion as a means of curbing unwanted 
pregnancies. 



TABLE 1 

TEN LEADING AREAS FOR ABORTIONS TO NON -RESIDENTS 
July 1, 1970 - December 31, 1971 

Percent of Total 
Station Area Non- Resident Abortions 

New Jersey 22,831 13.9 

Illinois 14,506 8.8 

Michigan 14,288 8.7 

Ohio 13,668 8.3 

Pennsylvania 13,379 8.2 

Florida 9,702 5.9 

Massachusetts 9,103 5.5 

New York State (excl. N.Y.C.) 8,005 4.9 

Connecticut 7,045 4.3 

Canada other countries 5.525 7.4 

Total 118,052 71.9 

TABLE 2 

NUMBER AND PERCENT OF INDUCED ABORTIONS IN NEW YORK CITY 
TO RESIDENTS AND NON -RESIDENTS BY TYPE OP PROVIDER 

July 1, 1970 - December 31, 1971 

NUMBERS PERCENTS 
Total Residents Non - Residents Total Residents Non-Residents 

Municipal 31,945 30,589 1,356 12.7 35.4 0.8 

Voluntary - Service 14,273 12,247 2,026 5.7 14.2 1.2 

Voluntary - Private 35,552 20,207 15,345 14.2 23.4 9.4 

Proprietary 80,360 12,546 67,814 32.1 14.5 41.3 

Free Standing Clinics 47.3 

Total 250,632 86,381 164,251 100.0 100.0 100.0 

TABLE 3 

NUMBER AND PERCENT OF INDUCED ABORTIONS IN NEW YORK CITY 
TO RESIDENTS AND NON- RESIDENTS BY WEEKS OF GESTATION 

July 1, 1970 - December 31, 1971 

Weeks of Gestation 
NUMBERS PERCENTS 

Total Residents Non -Residents Total Residents Non -Residents 

12 weeks or less 193,871 65,264 128,607 77.4 75.6 78.3 

13 - 15 19,280 6,403 12,877 7.7 7.4 7.8 

16 - 20 26,880 9,793 17,087 10.7 11.3 10.4 

21 - 23 5,279 2,285 2,994 2.1 2.7 1.8 

24 weeks and ovar 2,957 1,229 1,728 1.2 1.4 1.1 

Not Stated 2,365 1.407 958 0.9 1.6 0.6 

Total 250,632 86,381 164,251 100.0 100.0 100.0 

TABLE 4A 

TOTAL NUMBER AND PERCENT OF INDUCED ABORTIONS IN NEW YORK CITY 
BY METHOD OF TERMINATION AND PROVIDER 

METHOD 
NUMBERS 

July 1, 1970 - December 31. 1971 

METHOD 
PERCENTS 

OF TERMINATION OP TERMINATION 
Provider Total D & Suction Saline D 6 C Suction Saline Hveterotomv 

Municipal 31,945 7,430 15,639 8,361 515 100.0 23.2 49.0 26.2 1.6' 

Voluntary - 
Service 14,273 3,588 7,366 3,070 249 100.0 25.1 51.6 21.5 1.8 

Voluntary 
Private 35,552 11,361 17,067 6,564 560 100.0 32.0 48.0 18.4 1.6 

Proprietary 80,360 32,897 29,704 17,327 432 100.0 40.9 37.0 21.6 0.5 

Free Standing 
Clinics 88.502 6.721 184 9 100.0 92.2 

Total 250,632 61,997 151,364 35,506 1,765 100.0 24.7 60.4 14.2 0.7 

*Less than 0.05 
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TABLE 48 

NUMBER AND PERCENT OF INDUCED ABORTIONS TO RESIDENTS OF NEW YORK CITY 
BY METHOD OF TERMINATION AND PROVIDER 
July 1, 1970 - December 31, 1971 

M E T H O D 
NUMBERS 

A T I O N METHOD 
PERCENTS 

A T I O N O P T E R M I N O F T E R M I N 
Provider Total D 6 C Suction Saline Hysterotomy Total D 6 C Suction Saline Nysterotoay 

Municipal 30,589 7,114 15,096 7,882 497 100.0 23.2 e9.4 25.8 1.6 

Voluntary - 
Service 12,247 3,279 6,265 2,472 231 100.0 26.8 51.1 20.2 1.9 

Voluntary - 
Private 20,207 7,361 10,431 2,086 329 100.0 36.4 51.7 10.3 1.6 

Proprietary 12,546 4,869 6,552 1,013 112 100.0 38.8 52.2 8.1 0.9 

Free Standing 
Clinics 10.792 635 9.135 20 2 15.2 84.6 

Total 86,381 24,258 47,479 13,473 1,171 100.0 28.1 55.0 15.6 1.3 

*Less than 0.05 

TABLE 4C 

NUMBER AND PERCENT OF INDUCED ABORTIONS TO MON- RESIDENTS OP NEW YORK CITY 
BY METHOD OF TERMINATION AND PROVIDER 
July 1, 1970 - December 31, 1971 

M E T H O D 
NUMBERS 

A T I O N M E 
PERCENTS 

A T I O N O F T E R M I N T H O D O F T E R M I N 
Provider Total D 6 C Suction Saline Total D 6 C Suction Saline Hysterotomy 

Municipal 1,356 316 543 479 18 100.0 23.3 40.1 35.3 1.3 

Voluntary- 
Service 2,026 309 1,101 598 18 100.0 15.3 54.3 29.5 0.9 

Voluntary- 
Private 15,345 4,000 6,636 4,478 231 100.0 26.1 43.2 29.2 1.5 

Proprietary 67,814 28,028 23,152 16,314 320 100.0 41.3 34.1 24.1 0.5 

Free Standing 

Clinics 5.086 164 7 100.0 6.6 

Total 164,251 37,739 103,885 22,033 594 100.0 23.0 63.2 13.4 0.4 

*Less than 0.05 

TABLE 5 

NUMBER PERCENT OF INDUCED ABORTIONS IN NEW YORK CITY 
TO RESIDENTS AND NON -RESIDENTS BY AGE OP WOMEN 

July 1, 1970 - December 31, 1971 

Ale of Women 
NUMBERS 

Total 
PERCENTS 

Total Residente Non -Resident. Residents Non -Residents 

17 or 24,164 5,395 18,769 9.6 6.2 11.5 

18 - 19 41,549 9,161 32,388 16.6 10.6 19.7 

20 - 29 134,633 50,551 84,082 53.7 58.5 51.2 

30 - 34 26,778 121122 14,656 10.7 14.1 8.9 

35 6 ovar 22,351 8,715 13,636 8.9 10.1 8.3 

Not Stated 0.5 0.5 0.4 

Total 250,632 86,381 164,251 100.0 100.0 100.0 

TABLE 6 

NUMBER AND PERCENT OF INDUCED ABORTIONS IN NEW YORK CITY 

TO RESIDENTS AND NON- RESIDENTS BY RACE AND ETHNIC GROUP 

July 1, 1970 - December 31, 1971 

Race and 
Ethnic 

NUMBERS PERCENTS 
Total Residents Non -Residents Total Residents Non -Residente 

White 184,585 39,152 145,433 73.6 45.3 88.5 

Nonwhite 55,822 37,942 17,880 22.3 43.9 10.9 

Puerto Rican 10.225 9,287 938 4.1 10.8 0.6 

Total 250,632 86,381 164,251 100.0 100.0 100.0 
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TABLE 7 

$UMBER AND PERCENT OP INDUCED ABORTIONS IN NEW YORK CITY 
TO RESIDENTS AND NON- RESIDENTS BY 

July 1, 1970 - December 31, 1971 

Pregnancy 

Order 
NUMBERS PERCENTS 

Total Non -Residents Total Residents Non - Residents 

Pirat 140,365 35,746 104,619 56.0 41.4 63.7 

Second 36,039 16,040 19,999 14.4 18.6 12.2 

Third 29,502 13,603 15,899 11.8 15.7 9.7 

Fourth 20,010 8,946 11,064 8.0 10.3 6.7 

Fifth 11,648 5,331 6,317 4.6 6.2 3.8 

Sixth or 
more 10,870 5,435 5,435 4.3 6.3 3.3 

Not Stated 2.198 918 0.9 1_5 0.6 

Total 250,632 86,381 164,251 100.0 100.0 100.0 

TABLE 8 

COMPLICATIONS FOLLOWING ABORTION, BY TYPE AND PERIOD OP 
GESTATION, NUMBER AND RATE PER 1,000 ABORTIONS -NEW YORK CITY 

July 1, 1970 - December 31, 1971 

TYPE OF 
COMPLICATION 

Total 

Number Rate 

12 Weeks and 
Under 

Number Rate 

13 Weeks and 
Over 

Number Rata 

Hemorrhage 252 1.1 112 0.6 140 3.5 

Infection 329 1.5, 153 0.8 176 4.5 

Perforated Uterus 298 1.3 246 1.3 52 1.3 

Anesthesia 18 0.1 13 0.1 5 0.1 

Shock 10 * 2 * 8 0.2 

Retained Tissue 520 2.3 87 0.1 433 11.0 

Failure 78 0.3 7 * 71 1.8 

Lacerated Cervix 49 0.2 41 0.2 8 0.2 

Other 89 0.4 49 0.3 40 1.0 

Unspecified 14 0.1 9 5 0.1 

Total Complications 1,657 7.3 719 3.8 938 23.7 

Total Abortions 226,722 187,099 39,623 

Source: Weekly Abortion Reports 

*Less than 0.05 

TABLE 9 

COMPLICATION RATES PER 1000 ABORTIONS BY TYPE AND 

METHOD OF TERMINATION, NEW YORK CITY 
July 1, 1970 - December 31, 1971 

METHODS OF TERMINATION 

Dilation 
and 

Other 
Including 

Type of Complication Total Curettage Suction Saline Hysterotomy Hysterectomy 

Hemorrhage 1.1 1.0 0.5 4.0 3.7 0.9 

Infection 1.5 0.9 0.8 5.4 11.0 1.5 

Perforated Uterus 1.3 1.9 1.3 0.2 5.1 2.1 

Anesthesia 0.1 0.1 0.1 0.1 0.7 

Shock * * 0.2 0.7 

Retained Tissue 2.3 0.5 0.5 14.7 1.5 0.6 

Failure 0.3 * * 2.4 

Lacerated Cervix 0.2 0.3 0.2 0.1 0.7 0.3 

Other 0.4 0.3 0.3 1.0 4.4 0.6 

Unspecified 0.1 0.1 0.2 0.6 

Total 7.3 5.1 3.7 28.3 27.8 6.6 

Source: Monthly Abortion Reports 
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TABLE 10 

PREGNANCY ASSOCIATED DEATHS TOTAL AND DUE TO ABORTIONS: 

NEW YORK CITY, 1960 -1971 

Year 

Number of Deaths Ratier per 10,000 Live Births 

due to due to 

Total Abortions Total Abortions 

1960 115 46 6.9 2.8 

1961 130 55 7.7 3.3 

1962 121 53 7.3 3.2 

1963 116 42 6.9 2.5 

1964 74 34 4.5 2.1 

1965 104 41 6.6 2.6 

1966 80 31 5.2 2.0 

1967 76 20 5.2 1.4 

1968 66 21 4.7 1.5 

1969 77 24 5.3 1.6 

1970 68 22 4.6 1.5 

1971 38 12 2.9 0.9 

TABLE 11 

TOTAL LIVE BIRTHS, OUT -OF- WEDLOCK AND IN- WEDLOCK BIRTHS 
NEW YORK CITY, 1960 -1911 

Total Out -of- Wedlock In- Wedlock 
Year Live Births Births Births 

1960 166,300 13,901 152,399 

1961 168,383 15,723 152,660 

1962 165,244 16,412 148,832 

1963 167,848 18,436 149,412 

1964 165,695 20,223 145,472 

1965 158,815 20,980 137,835 

1966 153,334 22,714 130,620 

1967 145,802 24,336 121,466 

1968 141,920 26,262 115,658 

1969 146,221 29,325 116,896 

1970 149,192 31,903 117,289 

1971 131,920 28,126 103,794 

TABLE 12 

LIVE BIRTHS BY WEICHT GROUP - NUMBERS AND PERCENTS 
NEW YORK CITY 1960 - 1971 

Year 

Numbers Percents 
Neonatal 
Mortality 
Rates* Total 

Under 
2501 
Grams 

2501 
and 
Over 

Not 
Stated Total 

Under 
2501 
Grams 

2501 

and 
Over 

Not 
Stated 

1960 166,300 15,544 149,945 811 100.0 9.3 90.2 0.5 19.2 

1961 168,383 16,085 151,840 458 100.0 9.5 90.2 0.3 19.4 

1962 165,244 15,979 148,956 309 100.0 9.7 90.1 0.2 20.0 

1963 167,848 16,692 150,800 356, 100.0 9.9 89.9 0.2 19.0 

1964 165,695 16,747 148,778 170 100.0 10.1 89.8 0.1 20.0 

1965 158,815 16,108 142,459 248 100.0 10.1 89.7 0.2 19.2 

1966 153,334 15,995 136,953 386 100.0 10.4 89.3 0.3 18.6 

1967 145,802 14,763 130,714 325 100.0 10.1 89.7 0.2 18.3 

1968 141,920 14,153 127,373 394 100.0 10.0 89.7 0.3 17.1 

1969 146,221 14,531 131,485 205 100.0 9.9 89.9 0.2 18.1 

1970 149,192 14,449 134,515 228 100.0 9.7 90.2 0.2 16.2 

1971 131,920 12,078 119,672 170 100.0 9.2 90.7 0.1 14.9 
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DISCUSSION 

Carl L. Erhardt, Consultant, New York City 

Israel, Templeton and Evans inform us of 

some real breakthroughs in processing vital sta- 
tistics that can speed up delivery of data and 

may also even introduce cost savings. Not alone 

that, but new data can be at the same time put 

out. In connection with the multiple cause tab- 

ulations, earlier New York City experiments with 
this mode indicated, for example, that among 

those aged 65 or more, 8.7 percent of the deaths 
were ascribed to vascular lesions of the central 

nervous system as underlying cause but at least 

17.1 percent had suffered such an accident. But 

the plaguing question in my mind is whether the 
present format of the death certificate is appro- 

priate to elicit the information really needed 

for determination of multiple causes. Mr. Israel 

has properly mentioned the need for experimenta- 
tion along these lines. 

To shed some light on the question we did a 

small follow -back study many years ago on a sample 
of 73 deaths from cardiovascular diseases. In 

53.4 percent of the cases, no additional informa- 
tion turned up, but the percentage of deaths with 
cardiovascularrenal disease as the sole cause 
dropped from 65.8 percent to 28.8 percent. The 
proportions of decedents among whom specified 
other conditions were found was as follows: 

On On 
certi f §ate Follow back 

Arteriosclerosis 79.5 89.0 
present 

Diabetes present 9.6 15.1 

Hypertension present 

Obviously, the frequency of arteriosclerosis as 
a condition among these decedents is understated 
on the certificates, but such conditions as hyper- 
tension and diabetes are even more seriously un- 
derestimated and will be, unless special arrange- 
ments are made to obtain the information. To in- 
vestigate possible etiological associations, de- 
ficiencies of this kind can introduce telling 
bias. In view of the rather poor success of ed- 
ucational efforts to improve cause -of -death re- 
porting, it seems that such efforts have to be 
bolstered by a format that tends to extract the 
required information. There are, as Mr. Israel 
points out, many more problems to be resolved for 
full utilization of multiple causes. Other pro- 
jects of NCHS, such as CONTEXT and ASSIST give 
promise of aiding processing at each level of 
government -- local, state and national -- and 
hence hastening the demise of the present system 
of doing everything two or three times, with only 
a single product, albeit differently limited geo- 
graphically, as an end result. These efforts of 
NCHS deserve plaudits. Their early implementa- 
tion will be welcome. 

The report presented by Mrs. Nelson and her 
colleagues on the experience of the first year and 
a half with the new abortion law presents a fas- 
cinating array of data. They emphasize, among 
other items, the service to nonresidents provided 
by the proprietary hospitals and free- standing 
clinics, showing that between 40 and 50 percent of 

nonresidents are aborted in such facilities. 
(Table 2) It may be helpful to look at the data 
the other way; that is, the proportions of total 
patients who are nonresidents in each type of 
institutional setting: 

nonrPesident 

Municipal 4.2 
Voluntary - Service 14.2 

Private 43.2 
Proprietary 84.4 
Free Standing Clinics 87.8 
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Emphasis has been laid on the extra hazards 
of late abortion and Table 3 indicates that late 
abortions among nonresidents are relatively fewer 
than among residents. One must recall that, as 
reported here, the free standing clinics, where 
47.3 percent of the nonresident abortions occur, 

are restricted to intervention in early pregnancy. 
Since practically all these cases are, by defini- 
tion, early, the small differences between resid- 

ents and nonresidents in the proportions of late 
abortions suggests that in the hospitalized cases, 
the situation may be quite different. It is worth 

noting in this connection that the Abortion Sur- 

veillance Report of the National Center for Di- 

sease Control for the second quarter of 1971 in- 

dicates that of the eight areas included in the 

report only two areas have lower proportions 

than New York City of saline instillations. The 

other five areas have higher proportions for 

this procedure by rather considerable margins. 

The ratios of abortions to live births among 

residents is cited as 415.5 per 1,000 among 

whites, 737.2 among nonwhites and 331.4 among 

Puerto Ricans. It is of some interest that the 

last published ratios on therapeutic abortions 

before the change in the law were 4.2 for whites, 

1.8 for nonwhites and 0.9 for Puerto Ricans. 

The factor of change is a multiple of a hundred. 

The point is made in the paper that "psy- 

chiatric" indications became the least common 

after liberalization whereas it was most common 

previously as indication for therapeutic inter- 

vention. These observations are based on per- 

centages and obviously with "social or sociol- 

ogic factors" the large component among indic- 

ations now, the percentage for "psychiatric" 

reasons must decline. One wonders whether the 

ratio for "psychiatric" indicators also declined. 

It is noted that medical reasons are cited for 

about one percent of the residents; this would 

mean about 864 instances in the years of ex- 

perience, or about 576 a year, a number that is 

greater than the number of therapeutic abortions 
before the passage of the new law. The findings 

here seem compatible with findings reported for 

other areas where the law has been changed. 

For this audience it may be worth calling 
attention to the paper by Evard (Am. J. Obstet. 

Gynecol. 113:415, June 1, 1972) who discusses 

the effects of legal abortions on maternal, 

fetal, neonatal and perinatal rates. He points 

out that both numerators and denominators may be 



affected and suggests that statisticians should 
give attention to these effects. Shard figures 
that each legal abortion, for example, subtracts 
one from the number of live births that would 
otherwise have occurred and may also have effects 
on numerator data, such as infant deaths that 
did not occur because of lack of the preceding 
live birth. His argumentation is clearly stated 
but, if as seems to be generally held, legal 
abortions are to a large extent replacing ille- 
gal abortions, then the live births would not 
have taken place anyway. Hence, there is not a 
one -to-one relationship. 

Live births in New York City declined by 
17,272 in 1971 from the 1970 total. In the 
last half of 1970, there were 19,349 resident 
abortions and in the first half of 1971, there 
were 31,570 additional. Under Evard's assump- 
tion, these would have resulted in live births 
in 1971. This constitutes a difference between 
the actual number of births and an "expected" 
number of 33,647. If one assumes 20% of the 
aborted pregnancies would have been lost spon- 
taneously anyway, then there is still a resid- 
ual of 23,463. 

Is the substantial residual a measure of 
what would otherwise have been illegal abor- 
tions? Or how many illegal abortions continue 
to occur; for one reason or another, that add 
to this total? If legal abortions have driven 
illegal abortions out of the marketplace, then 
their number has been far less than has some- 
times been estimated, if the figures here cited 
actually represent fulfillment of "need ". The 
decline in births is certainly real. Does this 
decline represent women who otherwise would not 
have had abortions, despited disenchantment with 
childbearing (i.e., a measure of unfilled need, 
so to speak ?) To assume a one -to -one relation- 
ship between abortions and live births would 
provide a roughly estimated total number of 
anticipated live births in 1971 (again allowing 
for a 20% depletion because of spontaneous loss) 
of 172,655, or more than the all -time high of 
1947. Such a total would imply a sudden rise 
in fertility, which seems unlikely in this mag- 
nitude in one year. 
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any case, it is obvious, despite the 

crudity of this formulation, that legal abor- 

tions and subsequent live births do not have a 

one -to -one relationship for a variety of rea- 
sons. Otherwise, one would have to assume live 

births would have increased in 1971 to the neig- 
hborhood of 172,655 rather than decreasing by 

more than 17,000. It's an interesting game that 
I hope someone may be inclined to play. 

It is a joy to hear someone say, as do 
Keyfitz and Lunde, that the field of vital sta- 

tistics is still open to investigation. I sus- 

pect two factors (and perhaps others) are in- 

volved in the apparent "routine and sterile" 
appellation. First, support for the program 
has inappropriately diminished and, second, many 
analyses are probably made for internal use of 
agencies and they never see the light of day 
outside. 

Their exposition of methods of using and 
evaluating vital statistics and modification of 

procedures for differing purposes is a useful 

reminder that we need not, and should not, be 

satisfied with the old things in the same 

old way. I agree with the authors that by acco- 

unting for the past we may shed light on methods 
of predicting the future. But assumptions Just 
be made in which human behavior is involved, and 
human behavior is not precisely predictable; 
witness the rise in birth rate in the forties 

after dire prediction of population declines 
and the current decline in fertility after pre- 
diction of inevitable increases because of the 
changing age structure of the population. Pro- 

bably the best we can hope for is to select op- 
erational assn of various directions and 
magnitudes. With the aid of the computer and 

suitable models, we can set forth ranges of pre- 

diction that may be even more helpful than sin- 
gle predictions by indicating the uncertainties 
implicit. A range of prediction may forestall 
the arguments that often arise over a single 

prediction because no one reads the fine print! 



DISCUSSION 

Yves Péron, University of Montreal 

Harry Page's paper allows us, I think, to 
have a good understanding of the feeling of frus- 
tration which affects, in our time, a great 
number of Canadian demographers. Let us have a 

close look at two particular points: 

On the one hand, Vital Statistics only give 
obviously too summary informations on the demo- 
graphic evolution of Canada. The progress of 
demographic analysis, during the past thirty 
years has thought us that, in order to study the 
occurrence of demographic events, the best 
approach consists in taking into account their 
necessary succession in an individual's history. 
In other words, if the occurrence of an event B 
is to be studied, a demographer shall first try 
to find out what is the event A which is the most 
immediately and necessarily anterior to B: 

- for divorces, widowhood, first order legiti- 
mate births, the anterior event is marriage; 

- for second order legitimate births, the 
anterior event is the first order legitimate 
birth... etc. 

Then the demographer will try to calculate: 

a) the average number of occurrences of B per 
person having lived through event A; 

b) the distribution of time -intervals between 
the occurrence of events A and B. 

Now, for want of pertinent questions on Vital 
Statistics forms, such an approach is most often 
not passible in Canada. For instance, we don't 
know how many brides of a given marriage cohort 
have a first child; and of course we don't know 
either the time -interval since marriage. 

On the other hand, we know that the adminis- 
tration of the Canadian system of family allowan- 
ces might supply, at least for fertility, the 
very informations we are lacking, if only these 
informations were treated by an appropriate sta- 
tistical process. 

Thank God, Mr. Harry Page just announced 
the near end of our misfortune. It seems that 
he has taken good note of certain provinces 
irreducible opposition to any drastic revision of 
vital statistics forms, and he offers us today 
with our sheet -anchor: the automatic linkage of 
records, which will at last supply the informa- 
tions that we have waited for so long. 

I had the opportunity to follow the work of 
Hubert Charbonneau and Jacques Légaré who, at the 
Department of Demography of the Université de 
Montréal, are precisely doing the automatic lin- 
kage of vital statistics records of New France, 
during the 17th and 19th centuries. And we know 
that such an operation requires, besides talent, 
a great deal of time, and of technical and 
financial means. No doubt the researchers of 
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Statistics Canada have the talent. But will they 

also have, easily and rapidly, all the desirable 
technical and financial means? More precisely 

and this is a question for Mr. Page - in how 
many years from now will all necessary informa- 
tions be easily and regularly available? 

# # 

The automatic linkage process raises delica- 
te problems of identification and Newcombe's 
experience shows it clearly. In an article pu- 
blished in 1969 in "Population ", New combe stated 
that these identification problems would be redu- 
ced if the date of birth of spouses was recorded 
on the marriage record and if the date of birth 
of parents was registered on the birth certifica- 
tes. Then it seems that a fundamental revision 
of vital statistics records could only contribute 

to improve the efficiency of automatic record - 
linkage. Consequently I wonder if, whatever hope 
one places in record linkage, one should not 
start the battle again for the revision of vital 
statistics certificates. 

The opposition to adding new questions, and 
Particularly questions relating to demographic 
events, cannot be maintained, it seems to me, in 

all good faith. Why would it be politically and 
administratively more delicate to ask the date of 
birth instead of age, as was done at the 1971 
Census? Why would mothers refuse to give the 
date of their last confinement, when they give, 
at the census, the date of birth of their 
children? And is it more puzzling to ask the 
date of marriage of the mother, than to ask, as 

it is now done, if the father and the mother are 
married to each other? If only the recording of 
these three dates was obtained from the provin- 
cial governments, agreat improvement in Canadian 
Vital Statistics would be realized. And it 
should be noted that this improvement would have 

a very low cost. 

Whatever may be our personal training, we 
will all agree, I think, that the innovations 
contemplated by Statistics Canada are to be 
welcomed. But I would like, at the end of these 
comments, to suggest one supplementary innovation 
which seems necessary. 

There is general agreement that in Canada, 
the recording of demographic events is practi- 
cally exhaustive. But completeness of recording 
does not necessarily mean completeness of tabu- 
lation. Because of the very long delays between 
the occurrence of an event and its local recor- 
ding, and also between local and central recor- 
ding, a certain number of records are not 
received on time and cannot be submitted to 
statistical processing. That is a regrettable 
situation for two reasons: 



a) the magnitude of the under -utilization of 
data. For the Province of Quebec only, 3 to 

4000 births, out of an annual total of 

100,000, are lost in this way for the analy- 
sis. 

b) the time -selection of this under -utilization. 
The Late records predominantly relate to 

events occurring during the last months of 

the year, so that any analysis of seasonal 
variations from published data is bound to be 
biased. 

If all that is right - and Mr. Page can 

tell us about it - wouldn't it be possible to 
envisage two types of vital statistics tabula- 
tion: 

a) a current tabulation of records which are 
received on time; 

b) a revised tabulation, one or two years later, 
which would integrate late records? 

In their paper, Nathan Keyfitz and Anders 
Lunde have sketched with brio a wide panorama of 

the potential analyses offered by vital statis- 

tics, and they have underlined, in the conclu- 

sion, that there is a long way to the full 

exploration of these possibilitites. Since they 

have said almost everything, I shall limit 

myself to two complementary remarks. 

# * * * 

My first comment is related to the authors' 

insistance on placing vital statistics analysis 

under the heading of past reconstruction. 
Without denying that this is an important aspect, 
I would like to mention that the analysis of 
vital statistics also permits, in certain cir- 

cumstances, to get some insight of the future. 

It may happen, indeed, that the simple 

calculation of demographic indices leads without 

ambiguity to the conclusion that a certain in- 

crease (or decline) of nuptiality or fertility, 

during a recent period, cannot be interpreted as 

a lasting but an obviously transitory phenomenon. 

Such indices as parity -progression ratios and cu- 

mulative age- specific current marriage rates(1) 

have been of great help in allowing demographers 

to point out catching -up periods or periods 
during which the occurrence of events is post- 

poned. Such successes in the diagnosis of a 

situation have certainly played an important 
role in the reputation of seriousness that demo- 

graphy has acquired. 

(1) Called "mariages réduits" in French. 
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Most certainly also, such successes require 

particularly refined vital statistics data. One 

particular refinement which is required is the 
possibility to calculate time -intervals between 
consecutive events. For this, we need the date 

of occurrence of the most important previous 

events. In other words, it is required that the 

events observed during a given year can be 

associated easily to their respective type of 

cohorts: generation, marriage cohorts, parity -X 
women... etc. 

My second comment is motivated by the lack 
of reference, in the paper, to the possible use 
of the vital statistics system, as a support for 

a follow -up type of observation. 

To my knowledge, the most extended example 
of that kind of utilization, is the French 

survey of mortality by occupation. The 1954 
Census has been used to draw a sample stratified 

by occupation. Since then, year after year, 
death certificates of the sampled individuals are 
searched by the vital statistics personel and 
periodically, the survivors are contacted to 
control the validity of the survey. 

A similar process might be used for surveys 
of a different nature, fertility surveys for 
instance. Whenever a personal identification 
number has been selected, it is easy, through 
the vital statistics system, to collect informa- 
tions related to the individuals of the sample in 
a longitudinal way. One of the advantages of 
such a procedure - it is worth while mentionning 
it - is to eliminate selectivity effects and 
to avoid the problems related to the interpreta- 
tion of ex -post variables. 

There is no doubt that the utilization of 
vital statistics in this way will be of great 
help to future demographic research. 

# # 

To conclude, if it is true that vital sta- 
tistics still have more to teach us on the past, 
as Keyfitz and Lunde have very well shown, they 
can as well become a more efficient tool for 
demographic future prospection, if they are 
properly managed. 



An Examination of Optimization in the Missouri Master Sample 

Bernard Lazerwitz, University of Missouri 

The design effect is somewhat larger in the non - 
metro areas than in the metro areas. This is reasonable 
since the metro area sample hu's were primarily selected 
in small city directory clusters while the non -metro area 
sample hu's were in the larger clusters of a county -town 
-chunk design. For the some design reasons, the non- 
metro area primary sampling units have larger b's than 
the metro areas. The roh factor is almost twice as large 
in the metro areas as in the non -metro areas. The Ca 
costs per primary sampling unit are considerably larger 
in the non -metro areas which make up 47% of the 
sample. Again, this is to be expected because of the 
greater travel distances in these small towns and rural 
areas. The average costs per occupied sample hu of 
interviewing, other field time, and editing does not 
vary too much between the two parts of the sample. 
Note that the optimum b figures are consistently larger 
than the actual b's for both parts of the sample. The 
metro area sample design is a one stage selection of city 
directory clusters (apart from the small block supple- 
ment) . Hence the optimum b for metro areas not only 
refers to the desired clustering per primary sampling 
unit, but also gives the optimum level for the actual 
final stage selection clusters. 

The data of Table 1 indicate that it should be 

possible to introduce additional field work savings by 
increasing sample cluster sizes. This can readily be 

done by selecting larger clusters of city directory sam- 
ple lines from the master sample city directory clusters. 
It can be done in the chunk -segment sample portion of 
the master sample by selecting clusters of segments for 
any particular survey instead of individual setments. 
For the next statewide survey, we shall double previous 
city directory and segment clustering. This would raise 
directory selections from clusters of five lines to clus- 
ters of ten lines. We shall double the within -chunk rate 
and then select segments in clusters of two. 

I. Optimization 

The specific sample examined was selected from the 
Missouri master sample design at an overall sampling 
fraction of 1 in 1250. Within that portion of the sample 
selected from segments and chunks, there was an average 
of 5.7 sample hu's per chunk, 4.1 sample hu's per seg- 
ment, 8.3 sample hu's per secondary selection; and 20.6 
sample hu's per county. Within that portion of the 
samplelselected from city directories (and block supple- 
ments), there was 2.7 sample hu's per city directory 
cluster. Within sample hu's, one adult respondent was 
selected by means of an adult selection table technique? 

Kish (2) gives the following two equations to use in 
determining optimum occupied sample hu size per pri- 
mary sampling unit. 

1. deff - [1 + roh (b-1 
where: 

a) deff = cluster sample design efficiency. For the en- 
tire sample, deff. is 1.56. For that portion of the 
sample selected through chunks and segments, deff. is 
1.96; for that portion of the sample selected from city 
directories (and block supplements), deff is 1.44. 

b) roh is the intraclass correlation coefficient. 

c) b represents the average number of occupied sample 
housing units per primary sampling unit. 

2. optimum b = (1 -roh) 

(roh) 

where: 

Ca = the average cost per primary sampling unit of train- 
ing, planning, travel time, listing, mileage, and mis - 
cellaneous expenses. 

C = the average cost per occupied sample housing unit 
of actual interviewing, other field time, and editing. 

Applying these equations, in turn, to the entire 
sample; sample hu's from the non -metropolitan areas 
(primarily from chunks and segments); and sample hu's 
from the metropolitan areas (St. Louis and Kansas City) 
-- almost exclusively from city directories and block 
supplements- -gives the information of Table 1. 

1. OPTIMIZATION FACTORS FOR PROJECT 030, Missouri Master Sample, 1971 

Sample Category deff b roh Ca C optimum b 

Entire Sample 1.56 6.4 0.100 $32.47 $2.92 10.0 

Non -Metro Areas 1.96 14.0 .074 $70.54 $3.03 17.1 

Metro Areas 1.44 4.2 1.1375 $21.05 $3.53 6.1 
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II. Sampling Errors and Statistical Inference on 

Project 030 

2. GENERALIZED SAMPLING ERROR OF PERCENTAGES° - PROJECT 030, 1971. 

(in percentages) 

Reported 
Percentages 

Number of Interviews 

100 200 300 400 500 600 700 800 900 

50 10.0-12.5 7.1-8.9 5.8-7.2 5.0-6.2 4.5-5.6 4.1-5.1 3.8-4.7 3.5-4.4 3.3-4.1 

30 or 70 9.2-11.5 6.5-8.1 5.3-6.6 4.6-5.7 4.1-5.1 3.7-4.6 3.5-4.4 3.2-4.0 3.1-3.9 

20 or 80 8.0-10.0 5.7-7.1 4.6-5.7 4.0-5.0 3.6-4.5 3.3-4.1 3.0-3.7 2.8-3.5 2.7-3.4 

or 90 6.0-7.5 4.2-5.2 3.5-4.4 3.0-3.7 2.7-3.4 2.4-3.0 2.3-2.9 2.1-2.6 2.0-2.5 

aThe figures in this table represent two standard errors. Hence, for most items the chances are 95 in 100 that the value 
being estimated lies within a range equal to the reported percentages, plus or minus the sampling error. 

In order to enable survey users to employ correct 
statistical inference procedures with these multi -stage 
sample survey data, we have developed generalized 
sampling error tables for individual percentages and for 
the difference between two percentages for varying 
numbers of interviewers. Here, I shall present just 
Table 2 for individual percentages. In Table 2 the low 
level estimates found in the cells give the 95 per cent 
confidence limits based upon the usual simple random 
sample formula. The high level estimates take into con- 
sideration the additional amount of variance derived 
from the use of a clustered sample. The procedures and 
statistical formulas used to obtain these sampling errors 
can be found in Kish (2) or Lazerwitz (3). The necessary 
computer program has been obtained from the Sampling 
Section of the Survey Research Center of the University 
of Michigan. 

To illustrate the use of the table, let us find the 
sampling error for that 29% of the women of the survey 
who feel that "professors who advocate controversial 
ideas have no place in a state supported university." 
Since the total number of female interviews is 502, we 
enter the column of Table 2 headed "500" and the row 
headed "30 or 70 ". This tells us that chances are 95 
out of 100 that this 29 per cent is subject to a sampling 
error of plus or minus 5.1 per cent (using the high level 
estimate) . 

Frequently, the difference between two percentages 
of the data of the statewide survey exceeds their proper 
high level estimate of sampling error. Hence two such 
percentages can be considered significantly different at 
a 95 per cent confidence level . Occasionally, some of 
the survey data are based upon percentages whose dif- 
ferences do not exceed their low level estimates. In all 
such cases, the percentages cannot be considered signif- 
icantly different. When the difference between two 
percentages falls between their low and high level esti- 
mates of sampling error, the question of significance is 
considered unresolved. In such situations, it would be 
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best to compute the specific sampling error of the in- 
volved difference rather than try to work with general- 
ized tables. 

III. Yield and Coverage Expectations 

How well did this new sample design turn out with 
regard to actual sample hu coverage? On the whole, 
there is a good match between an expected yield of 
1328 sample hu's and an actual yield of 1357 sample hu's. 
Here the excess of 29 sample housing units are primarily a 
result of the block supplement sample yield in St. Louis 
City. The very nature of the block supplement sample 
exposes one to the risk of encountering large clusters of 
new construction or of unlisted housing units in older 
structures missed by city directories. It would take ex- 
tensive field work to avoid such situations which can be 
better handled by allowing more sample size variation and 
the technique of a%urprise stratum" (which was utilized 
for the St. Louis supplement sample). 

Footnotes 

1 The block supplement yield on this survey was just 
65 hu's, many of which were vacant. 

2See Kish (1) for these selection tables. 
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DESIGN EFFECTS IN THE NATIONAL ASSESSMENT 
OF EDUCATIONAL PROGRESS SURVEYS 

J. R. Chromy, R. P. Moore, and Anne Clemmer 
Research Triangle Institute 

I. INTRODUCTION 

The National Assessment of Educational Prog- 
ress [1] is a long -range study of the knowledge, 
skills, understandings, and attitudes of certain 
specified subpopulations of young Americans. 
National Assessment's two major goals are (1) to 
make available the first census -like data on 
performance of these specified subpopulations on 
exercises designed to measure specific educational 
objectives within selected subject matter areas, 
and (2) to measure changes in performance on 
these exercises over time. 

To achieve these objectives, a system of 
annual surveys of four national age groups has 
been developed. In each of the first three annual 
surveys, special exercises have been developed in 
two or three subject matter areas. The Year 01 
survey, begun in 1969, involved Science, Citizen- 
ship, and Writing; the Year 02 survey involved 
Reading and Literature. The first opportunity to 
measure change over a period of time will occur 
in Year 04 with the reassessment of Science. Some 

design effects [2] for Science and Writing exer- 
cises from Year 01 are presented in this paper. 
In addition, some preliminary results from select- 
ed Year 02 exercises are presented. The design 
effects in this paper relate to national age group 
estimates or smaller subpopulation estimates of 
the proportion of the subpopulation answering 
specific exercises correctly. 

The emphasis in National Assessment reporting 
on the performance of subpopulations on individual 
exercises is unique in educational measurement. 
Because of this feature, it was not necessary to 
require each respondent to participate in all 
exercises in any annual survey, but it was neces- 
sary only to require that a probability sample of 
the target population be obtained for each 
exercise. As a result, the exercises for each 
year of National Assessment were assembled into 
several packages and each respondent participated 
by completing only one of the packages on a 
probability basis. For respondents assessed 
through the school sampling frame, packages were 
administered on a group basis and on an individual 
interview basis. Individual administration 
methods were used with respondents contacted 
through the household sampling frame. 

Because of the multiple package (question- 
naire) approach to National Assessment and other 
special requirements for adequately representing 
subpopulations defined by region, by community 
characteristics, and by socioeconomic status 
characteristics, the sample design for National 
Assessment was extremely complex when considered 
in its entirety and can only be accurately 
described by going into considerable detail. A 
brief description of the Year 01 sample design 
and estimation procedures, however, is considered 
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necessary before the Year 01 design effects may 
be discussed. 

H. THE YEAR 01 SAMPLE DESIGN 

The four target age populations were 9 -year- 
olds, 13- year --olds, 17 -year -olds, and young adults 
of ages 26 -35 residing in the United States. The 
9 -, 13 -, and 17- year -olds enrolled in elementary 
and secondary schools were sampled through a 
school sampling frame. Out -of- school 17 -year -olds 
and young adults of ages 26 -35 were sampled from 
a household sampling frame; out -of- school 17 -year- 
old data are not included in this paper. In 

general, the sample design for either frame could 
be described as a multistage stratified design. 

A sample of 208 primary sampling units was 
selected. Primary sampling units were defined 
conceptually within larger listing units consist- 
ing of cities, counties, portions of counties, or 
groups of counties. In Year 01, the same sample 
draw of primary sampling units was used for both 
the school and household frame. The subsequent 
stages of the sample were selected independently 
within these primary sampling units. The primary 
sample was stratified by region, by community -size 
characteristics, and by income characteristics. 
In most cases, two primary sampling units were 
selected per stratum; in a few smaller strata, 
only one primary sampling unit was selected. 

The sample design for a particular National 
Assessment package can be described more easily 
than the entire design for all packages. For the 
school sample, the design for a group -administered 
package involved one group of twelve students 
randomly selected from one school in each primary 
sampling unit. The design for an individually 
administered package involved nine students per 
primary sampling unit (PSU) selected from 
(typically) 2 to 5 schools. 

In the household sample, the second -stage 
sampling units were area clusters of housing 
units. Ten second -stage sampling units were 
selected in each PSU. The package sample size 
per second -stage sampling unit under this design 
was a random variable, and averaged less than one. 
Table 1 gives a quick view of the sample design 
for both sampling frames. 

An attempt was made to sample from certain 
subpopulations at a higher rate than from others 
in order to provide adequate subpopulation sample 
sizes for reporting purposes. The disproportion- 
ate sampling methods were applied at both the 
first stage and subsequent stages of the sample 
selection whenever the necessary identifying data 
were obtainable. 

As previously stated, the estimates reported 
from the National Assessment data are the 



Table 1 

Year 01 Sample Design Summary 

Sampling frame 

School Frame 

Number of 
PSU's Within -PSU Sample 

Group - 
administered 
packages 

Individually 
administered 
packages 

Household Frame 

Individually 
administered 
packages only 

208 12 students selec- 
ted from one school 

208 9 students selected 
from 2 or more 
schools 

208 10 second -stage 
area clusters. Re- 
spondent sample 

size per package is 
a random variable. 

estimated proportions of subpopulations who would 
respond correctly to specific exercises. These 
estimates (P- values) were computed as combined 
ratio estimates. The denominator of the ratio 
estimate was an estimate of the size of the sub - 
population of interest, and the numerator was an 
estimate of the number of persons in the sub - 
populations who would perform in an acceptable 
manner on the given exercise. 

The Horvitz -Thompson estimator was used for 
estimating both the numerator and denominator 
values in the ratio estimate; each sample response 
was given a weight or expansion factor equal to 
the inverse of the respondent's probability of 
selection for the package containing the particu- 
lar exercise. These weights were further 
adjusted, where necessary, to account for 

nonresponse. 

Variances of these estimates of proportions 
were estimated by using a first -stage jackknife 
estimator and ignoring the finite correction 
factor. Since the finite correction factors were 
small, this estimator would be expected, on the 
average, to give a small overestimate. Some 
collapsing of strata was also necessary to include 
the variance contributions from strata where only 
one primary sampling unit had been selected. 

III. YEAR 01 DESIGN EFFECTS 

National design effects were estimated for 
149 science and writing P- values. The median 
design effect estimate for the 149 exercises 
examined was 2.38, with the majority of the 149 
design effects falling between 1.50 and 3.00. As 
Table 2 shows, 82 percent of the design effects 
were 3.00 or less, 87 percent were 3.50 or less, 
and 94 percent were 4.00 or less. Table 3 shows 
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median design effects and ranges in design effects 
for various subgroups of national design effects 
classified by age group, administration mode, 
and subject matter area. 

The design effects for group - administered 
exercises were higher than those for individually 
administered exercises due to more clustering of 
the sample respondents. As stated, each group 
package was administered once in each PSU to a 
group of 12 students selected from a single school. 
For each individual package, 9 respondents per 
PSU were selected from several schools. 

The design effects for 13- year -olds were 
smaller than those for 9- year -olds, while the 
17- year-old exercise design effects were smaller 
than those for either 9- or 13- year -olds. This 
should be expected since the older the students 
are, the more likely they are to be enrolled in 
larger schools serving larger, more heterogeneous 
populations. It may be that high schools are 
more heterogeneous in terms of students than are 
junior high schools, and both junior high and 
senior high schools are more heterogeneous than 
the elementary schools. 

The design effects for adults 26 to 35 years 
of age were about equal to those for 9- year -olds, 
possibly reflecting a similar intracluster 
correlation for the household sample due to small, 
compact clusters and variable housing patterns 
within PSU's. 

There was no apparent difference in design 
effects for science exercises as compared with 
writing exercises. The comparison is difficult 
because of the small number of group - administered 
writing exercises and the fact that no individu- 
ally administered science exercises were examined 
in this study. 

Table 2 

Distribution of National Design Effects 

Design Effect Number Percent 

< 1.00 1 1% 

1.00 - 1.50 16 11% 

1.51 - 2.00 29 19% 

2.01 - 2.50 43 30% 

2.51 - 3.00 32 21% 

3.01 - 3.50 8 5% 

3.51 - 4.00 10 7% 

4.01 - 4.50 5 3% 

4.51 - 5.00 3 2% 

> 5.00 2 1% 

Total 149 100% 



Table 3 

Median Design Effects for National P -Value Estimates 

Age 
Administration 

Mode 
Subject 
Area 

Number of 
Exercises 

Median 
Design 
Effects 

Range of 
Design 

Effects 

Mean 
Number of 
Respondents 

9 Group Science 30 2.68 1.92 -4.94 2,442 
13 Group Science 27 2.26 1.31 -6.01 2,415 

17 Group Science 10 1.81 .90 -2.51 2,122 

17 Individual Science 1 1.13 1.13 579 

26 to 
35 Individual Science 16 2.57 1.38 -4.08 878 

9 Group Writing 24 2.81 1.51 -3.80 2,426 

13 Group Writing 5 4.36 1.93 -10.88 2,416 

9 Individual Writing 13 2.21 1.45 -2.68 1,817 

13 Individual Writing 23 1.89 1.24 -2.88 1,863 

Tables 4, 5, and 6 show median design effects the number of primary sampling units. The planned 
for subpopulations defined by regional strata, 
and for sex and size of community subpopulations 
defined by poststratification. The median design 
effects for subpopulation estimates are of about 
the same magnitude or slightly smaller than the 
median design effects for national estimates. 

The median design effects for 9- and 13 -year- 
old writing exercises tended to be highest for 
the Southeast region (Table 4). 

No consistent differences were noted in the 
median design effects for males and females (see 
Table 5). 

Table 6 shows median design effects for size 
of community (SOC) subpopulations defined by 
poststratification. As with national design 
effects, the median design effects for SOC sub - 
populations are higher for group- administered 
exercises than for individually administered 
exercises. There is possibly a tendency for the 
metropolitan and urban area median design effects 
to be smaller than those for more sparsely popu- 
lated medium city and rural (small place) 

subpopulations. 

The design effects shown in this paper re- 
flect the combined effects of clustering of the 
sample, unequal weighting of sample respondents, 
stratification, and other sample design and 
estimation factors. The effect of unequal 
weighting of sample respondents has been estimated 
to be from 1.3 to 1.6, depending upon the exercise. 

IV. PRELIMINARY YEAR 02 RESULTS 

Some major revisions in the National Assess- 
ment sample design occurred in Year 02. The 
first principal change involved doubling the 
within -primary sampling unit sample and halving 
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number of administrations per individual package 
was increased to 20 per primary sampling unit. 

The second change involved the use of 
controlled selection of the primary sample to 
permit stratification by State as well as by 
the previously discussed set of stratification 
variables. Due to this change, some approximate 
variance estimation procedures were required and 
only partial results have been obtained. 

An approximate variance estimation formula 
based on the Yate- Grundy variance estimator was 
used to study design effects in one region. To 
isolate the design effect associated with 
clustering from the design effects associated 
with unequal weighting, stratification, and other 
design factors, the same variance estimation for- 
mula was also applied to systematic half -samples 
of the ordered data file for selected items. The 
variance estimates from the two half -samples were 
averaged. Design effects were then computed for 
both the whole sample and the systematic half - 
samples. 

If a positive intraclass correlation existed, 
the design effect would be expected to be larger 
using the whole sample data. With a negative 
intraclass correlation, the opposite result would 
hold. Table 7 gives some results for ten 

selected exercises. A measure of homogeneity is 
also given for the group- administered exercises. 
This measure, based on the ratio of the change in 
design effect to the change in cluster size, 
should behave similarly to the intraclass correl- 
ation coefficient under a self- weighting cluster 
design. If this condition continues to hold under 
more complex sample designs, then the method 
described provides a convenient means of describ- 
ing the behavior of the variance as cluster size 
is varied. 



Table 4 

Median Design Effects for Regional Subpopulation P -Value Estimates 

(9- and 13- Year -Olds Only) 

Age 
Administration 

Mode 
Subject 
Area 

Number of 
Exercises 

Median Design Effects by Region 

Central West Northeast Southeast 

9 Group Writing 24 1.89 2.93 2.32 2.65 
13 Group Writing 5 3.05 3.65 3.50 2.65 

9 Individual Writing 13 2.34 1.30 1.85 2.17 
13 Individual Writing 23 1.64 2.11 1.61 1.35 

Table 5 

Median Design Effects for Sex Subpopulation P -Value Estimates 

Age 
Administration 

Mode 
Subject 
Area 

Number of 
Exercises 

Median Design Effects by Sex 

Males Females 

13 Group Science 20 2.57 2.25 

26 to 

35 Individual Science 15 2.08 2.20 

9 Group Writing 24 2.74 2.54 
13 Group Writing 5 2.95 4.38 

9 Individual Writing 13 2.27 2.03 
13 Individual Writing 23 1.80 1.84 

Table 6 

Median Design Effects for Size of Community (SOC) 
Subpopulation P -Value Estimates 

Median Design Effects 
for SOC Categories 

Administration Subject Number of Urban Medium Small 
Age Mode Area Exercises Big City Fringe City Place 

9 Group Science 30 2.26 2.01 2.56 3.38 

13 Group Science 27 2.43 2.20 2.14 1.90 

26 to 

35 Individual Science 16 1.91 2.25 1.47 1.86 

9 Group Writing 24 2.04 2.18 2.41 2.86 

13 Group Writing 5 3.79 2.95 3.82 3.69 

9 Individual Writing 13 1.75 1.97 2.66 1.91 

13 Individual Writing 23 1.22 1.37 1.75 2.38 
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Table 7 

Year 02 In- School Design Effects For 10 Selected Exercises 

Estimated Design Effects An Approximate 
Administration Sample Measure of 

Half -Sample Whole Sample Mode Age Exercise Size Homogeneity 

Group 

(D1) 

9 1 618 2.90 
2 618 .82 

13 1 655 2.57 

2 655 1.89 

17 1 603 2.98 

2 603 .15 

(D2) 

5.81 
.61 

3.78 
2.57 
4.52 

.69 

Individual 9 1 549 1.07 .74 

2 549 1.42 2.36 

17 1 541 1.79 1.34 

2 535 .30 2.90 

.485 

-.035 
.202 

.113 

.256 

.090 

* 
(D2 - D1) /(12 - 6) for group- administered exercises only. 

The only immediate conclusion one can draw 
is that the estimates of standard errors and 
design effects vary considerably from exercise to 

exercise. Further study is needed to determine 
if the wide variation in design effects is a real 
phenomenon or whether such results are obtained 
empirically only because the variance estimates 
themselves have a high variability. 
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SEPP (SAMPLING ERROR PROGRAM PACKAGE) 

Martin R. Frankel, Baruch College, CUNY 

and University of Michigan 

INTRODUCTION 

The SEPP (Sampling Error Program Package)1 

consists of three computer programs which 
produce sampling errors (BRRP, PSALMS and 

ABSERD). BRRP (Balanced Repeated Replication 

Package) computes sampling errors using the 

method of balanced repeated replications. At 
present it can compute these sampling errors 
for ratio means, simple differences of ratio 

means, simple correlation coefficients, multiple 

regression coefficients (standardized and un- 
standardized), (p -1) order partial correlation 

coefficients, and multiple correlation co- 

efficients. 

PSALMS (Paired Selection Algorithm for 

Multiple Subclasses) computes sampling errors 

using a method based on the Taylor approximation 

(also known as the 4 or delta method, or linear- 

ization or propogation of error, and sometimes 
the Keyfitz method). At present it can compute 
sampling errors for simple ratios, and linear 

combinations of ratios (e.g., differences of 
ratios). Unlike BRPP it can easily deal with 
many ratios from different subclasses of the 

sample in a single run. In addition, unlike 
BRRP it is designed to deal automatically with 
poststratification class weights, although this 
option has not yet been checked out and cannot 
be used at present. ABSERD (A Basic Sampling 
Error Program for Ratios and Differences) is a 

simpler and more modest program appended as a 

useful addition to the two major programs. 

ABSERD 

ABSERD (A Basic Sampling Error Program for 

Ratios and Differences) was written for users 
who do not rave access to large computers and 

need only a limited number of sampling errors for 
ratio means and their differences. ABSERD is 

written entirely in basic FORTRAN, and can be 

more description the 
given ín: L.; Fnanket, M.R.; and Van Eck, 
N. SEPP: Sam Package. Ann 
Anton: 1972. 

about obtaining the 
ava Neat Van Eck, bon 
Sac Reaeanch, ty Michigan, Ann 
Arbon, Michigan, 4E46. Support bon the 

SEPP came the bon Health. 
(PH -43 -67 -767), the National 

Foundation (GS- 3191X), and the InatLtute 
Soc Reaeanch. 
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compiled and run on machines with a minimum core 
size of 16K. Unlike PSALMS and BRRP, the 
original data cases do not have to be sorted by 
strata and psu within strata before entry into 
the program. On a single program set -up and run 
sampling errors may be computed for a pair of 
ratio means and their difference. It is possible 
to compute sampling errors over different sub- 
classes of the total sample in this single run. 
Because of its simplicity, this program has no 
provisions for handling missing data (blanks) or 
missing data codes and values. The user must 
filter out cards or records that contain these 
missing data indications to assure that blanks 
are not interpreted as zeros and missing data 
codes are not interpreted as data values. 

BRRP 

BRRP (Balanced Repeated Replication Package) 
was designer primariTy to compute sampling errors 
for regression coefficients and correlation co- 
efficients (simple, partial and multiple) asso- 
ciated with a single multiple regression equa- 
tion. As a byproduct, the program also computes 
sampling errors for means and differences of 
means for all variables that enter the regression 
equation. 

Sampling errors are computed by the method 
of balanced repeated replication (also known as 

pseudo -replication). [1,2] The program allows 
the user the option of specifing the pattern of 
replication to be used; fully balanced, partially 
balanced, or unbalanced. The program can compute 
sampling errors using either half -samples alone, 
or half as well as complement -half samples. 

Communication between the user and the pro- 
gram is accomplished by the use of standard ISR 

variable description. This is described in more 
detail in the section on PSALMS that follows. 

BRRP is modularized to simplify the compu- 
tation of sampling errors for different subsets 
of independent variables in a reduced regression 
equation. The program requires an IBM 360 run - 
ing under OS (Operating System). 

PSALMS 

The overwhelming majority of estimates 
produced from survey samples are ratio means 
(including proportions) and differences between 
means. PSALMS was designed to efficiently and 
economically compute sampling errors for these 
most often used estimators. Unlike other sam- 
pling error programs, PSALMS can compute 
variances for many different means over different 



subclasses of the sample in a single run. Speci- 

fication, by the user, of the ratio means and 

differences, as well as the sample subclasses 
for which sampling errors are desired is done in 
three steps. 

First, each variable which is to be used in 
the formation of a mean or which enters into 
the definition of a sample subclass is assigned 
a unique identification number. This identifi- 
cation number is associated with a particular 
data field by the use of an ISR -card. For each 
such variable, the user may assign values which 
he wishes to be interpreted as "missing data ". 
After this assignment of identification numbers 
these original data variables are referred to by 

their number preceeded by the letter 'X'. 

All means, or more correctly ratios, for 
which sampling errors are desired are formed as 
the ratio of two sample sums, a numerator and a 
denominator. Sometimes these numerators and 
denominators can be formed directly by summation 
of original data or X -type variables. But often, 
particularly if we are interested in a mean for 
a subclass of the total sample, summation across 
X -type variables will not give us the needed 
numerators or denominators. These are created 
by an internal recode language L1. Using in- 
formation from the original X-type variables, 
the user may create -1 (B -type variables or 
more general (Y -type) variables. For example,the 
Ll statement B1 IF X32 =1 -4; creates a denominator 
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for a mean based on the subclass of the sample 

having values 1 through 4 for original variable 

32. The statement Y1 =X56 IF B1; forms a numer- 

ator containing the value of original variable 

56, for this sample subclass. 

The last step of the man -machine communi- 

cation with PSALMS is the specification of the 

ratio means and differences for which sampling 

errors are desired. Here the user puts together 

numerators and denominators, based on either 

original data variables (X -type) or user created 

variables (B- and Y- type). For example, the 

statement R1 =Y1 /B1, tells the program to compute 

sampling errors for the mean of variable 56, over 

the subclass of the sample consisting of all 

cases with codes 1 through 4 on variable 32. 

Like BRRP, PSALMS requires an IBM 360 run- 

ning under OS. 
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NATIONAL ASSESSMENT OF EDUCATIONAL PROGRESS: AN EDUCATIONAL INDICATOR 

Robert C. Larson, W. Todd Rogers, Donald T. Searls, 
National Assessment of Educational Progress 

In the past, the value of the educa- 
tional system has most often been equated 
with the number of people educated by 
that system. However, recent major em- 
phasis has been placed on the outputs of 
the educational process. Data is now re- 
quired that indicates the extent to which 
skills, knowledge, and attitudes are ac- 
quired by young people. Both the Organ- 
ization of Economic Cooperation and De- 
velopment [1] and The Office of Manage- 
ment and Budget [2] recently identified 
the National Assessment of Educational 
Progress as an educational indicator that 
provides this desired information. Al- 
though a relatively young project, these 
acknowledgements indicate the potential 
of National Assessment as an educational 
indicator of output. 
A project of the Education Commission 

of the States, National Assessment has 
the purpose of providing dependable in- 
formation describing what young Americans 
(9 -, 13 -, 17- year -olds and young adults 
26 -35) know and can do. More specifi- 
cally, the assessment is designed 1) to 
obtain, at regular periodic intervals, 
census like data on the knowledge, 
skills, understandings, and attitudes 
possessed by various subpopulations in 
the United States and 2) to measure the 
growth or decline in educational attain- 
ments that takes place over time in 
learning areas of educational concern. 
Ten subject areas are assessed: Art, Ca- 
reer and Occupational Development, Citi- 
zenship, Literature, Mathematics, Music, 
Reading, Science, Social Studies and Wri- 
ting. The assessment timetable through 
1980 is summarized in Exhibit 1. Within 

1. ASSESSMENT TIMETABLE 

1969 -70 SCIENCE, WRITING, CITIZENSHIP 

1970 -71 READING, LITERATURE 

1971 -72 MUSIC, SOCIAL STUDIES 

1972 -73 MATHEMATICS, SCIENCE* 

1973 -74 CAREER AND OCCUPATIONAL DEVELOPMENT, 
WRITING* 

1974 -75 ART, CITIZENSHIP* 

1975 -76 READING *, LITERATURE* 

1976 -77 MUSIC *, SOCIAL STUDIES* 

1977 -78 MATHEMATICS *, SCIENCE ** 

1978 -79 CAREER AND OCCUPATIONAL DEVELOPMENT *, 
WRITING ** 

1979 -80 ART *, CITIZENSHIP ** 

*SECOND ASSESSMENT 
* *THIRD ASSESSMENT 

each subject area, National Assessment 

55 

determines the proportions of the subpop- 
ulations of interest who can acceptably 
answer a question or successfully perform 
a task judged important by scholars and 
lay people and accepted by educators as 
something that should be taught in our 
schools. Successive assessments in a 
subject area will determine changes in 
these proportions which reflect the mag- 
nitude of change in the educational at- 
tainment of the various subpopulations 
for which data has been collected. Thus 
data will be available that will be of 
value not only for allocating public and 
private funds to the educational enter- 
prise, but also to all levels of the edu- 
cational decision making community and 
general public. 
The intent of this paper is to provide 

a brief overview of the structure and 
methodology of National Assessment and 
to present some of our output measures 
collected to date and how these might be 
used as indicators of educational attain- 
ment and change. 

NATIONAL ASSESSMENT MODEL -- METHODOLOGY 

Subject matter areas. As mentioned 
above, ten ifferent subject areas are 
included in the assessment. The first 
stage in our procedure is to develop ob- 
jectives and subobjectives within each 
subject area. These objectives, devel- 
oped and reviewed by panels of scholars, 
educators, and concerned lay people, must 
be considered important to subject matter 
specialists, reflect acceptable teaching 
goals, and be of value and important for 
young people in a modern society to 
learn. 
Once an appropriate and acceptable set 

of objectives has been written, several 
exercises are developed to represent each 
objective. These exercises are the in- 
struments with which NAEP gathers data to 
be used to indicate the extent to which 
the objectives are being met by each of 
the various subpopulations of people for 
which results are desired. Unlike more 
common educational instruments, the exer- 
cises used by National Assessment are not 
designed to discriminate between individ- 
uals or groups of individuals. Like ob- 
jectives, each exercise is developed and 
thoroughly reviewed by specialists in 
exercise construction within the area to 
be assessed and other scholars, educators 
and concerned lay people. 
From the pool of developed exercises 

1For a more thorough discussion of National 
Assessment procedures, see references [3]. 



representing the area to be assessed, a 
set of exercises is selected and used in 
the actual assessment so that the number 
of minutes of administration time at each 
age level takes between 150 and 200 min- 
utes. No student enrolled in school is 
allowed to spend more than 45 minutes in 
the assessment. Therefore, the selected 
exercises are divided into about 12 dif- 
ferent sets of packages. Typically, nine 
of the packages include those exercises 
that can be group -administered to twelve 
respondents at once. The remaining pack- 
ages are administered to one respondent 
at a time. These individually adminis- 
tered packages include performance exer- 
cises (such as a science experiment or 
playing a musical instrument) and exer- 
cises which require a "mini- interview" of 
the respondent. (The number of different 
packages varies from year to year and 
from one age to another.) In each pack- 
age there are both exercises which are 
unique at each age and exercises which 
overlap across two or more adjacent age 
levels. 

Sampling and administration. National 
Assessment policy is to provide data at a 
national level and avoid making compar- 
isons among states, schools and school 
districts, teachers, or individuals. 
This policy is reflected in our sampling. 
A national probability sample of approxi- 
mately 2500 -2600 individuals per group 
administered package and 2100 -2200 indi- 
viduals per individually administered 
package are assessed each year. The sam- 
ples, selected using a multi gage de- 
sign, are stratified by region, size of 
community, and socio- economic status. A 
school frame is used for the 9 -, 13- and 
about 87 percent of the 17- year -old sam- 
ples. Young adults are obtained through 
a household frame; 17- year -olds not en- 
rolled in school are assessed through the 
adult household frame and a specially de- 
signed frame of dropouts and early gradu- 
ates. The total sample size required for 
the three younger ages is approximately 
29,000. Since young adults are permitted 
to take up to four packages each, approx- 
imately 4800 adults are assessed each 
year. In the last two assessments, ap- 
proximately 95% of the selected schools 
and 82% of the selected eligible adults 
have taken part. 

The packages are administered by spe- 
cially trained exercise administrators. 
Group administered exercises are pre- 
sented on tape to standardize procedures 
and to facilitate understanding for young 
people with poor reading ability. Indi- 
vidually administered packages are pre- 
sented in an interview mode according to 
well documented instructions for admin- 
istration. Thirteen year olds are as- 
sessed during October and November, 9s 
during January and February, and 17s in- 
school during March and April. The sup- 

56 

plementary frame for 17s out -of- school is 
completed during May -July; the adult as- 
sessment runs from October through May. 
Analyses. The completed packages are 

carefully edited for errors. Some of the 
exercises are in multiple choice format 
in which respondents record their answers 
by darkening ovals; others require scor- 
ing by specially trained people with sub- 
ject matter background in the areas as- 
sessed. This data, weighted for dispro- 
portionate sampling, forms the base for 
all analyses. For each exercise the es- 
timated proportions of acceptable and un- 
acceptable responses within each popula- 
tion of interest is computed. 
Approximately fifty percent of the as- 

sessed exercises are retained for future 
assessments and are therefore not re- 
leased. These exercises provide the ba- 
sis for measuring change across time and 
are selected to provide reasonable cov- 
erage across all objectives, difficulty 
levels and populations of interest. 
Since no respondent receives all the 

packages, the concept of a "total score" 
is inappropriate. Instead, results are 
reported by individual exercise, as well 
as by a summary value (e.g., the median) 
for small subsets of exercises which 
measure the same objective, or have some 
other common attribute. 

OUTPUT MEASURES AND POTENTIAL INDICATORS 

Output measures. Present reporting ca- 
tegories and within age, 
geographic region, sex, size and type of 
community, educational level of parents, 
and color.' The age levels correspond to 

2. REPORTING CATEGORIES PRESENTLY USED 
BY NATIONAL ASSESSMENT 

NUMBER OF 
CLASSIFICATION SUBGROUPS SUBGROUPS 

Age level 4 9, 13, 17, 26 -35 years 

Sex 2 Male, Female 

Geographic region 4 Northeast, Southeast, 
Central, West 

Level of 
Parental 
Education 

Size and Type 
of Community 

No high school, 
Some high school, 
Graduated high school, 
Post high school 

7 Extreme inner city, 
Extreme affluent suburb 
Extreme rural, 
Inner city fringe, 
Urban fringe, 
Medium -size city, 
Small city 

Color 2 Black, White, other 

the end of primary, intermediate, secon- 
dary, and formal post- secondary educa- 
tion. The categories Region and Sex have 
traditionally shown large differences. 
School districts are thought to vary most 

2See the list of references for released 

reports by subject area. 



by Size - and -type of Community, and Color 
and Parents' Education are thought to do 
well in differentiating socio- economic 
levels and home and family environments. 
Each output measure for an exercise is 

an educational indicator which possesses 
meaning for the factors reported. One 
should be careful not to overemphasize 
the effect of the identified factor used 
in labeling the reporting category. 
Each label for each group represents not 
only the factor indicated by its name, 
but also a variety of other factors 
which may influence the performance of 
that group. 
Several examples are presented which 

represent the various output measures we 
have been reporting over the last two 
years. The examples are presented in a 
mixed fashion across subject areas and 
objectives in order to give a general 
view of our output measures as well as 
illustrate various aspects of our data. 

3. OUTPUT MEASURES FOR EXERCISE (SCIENCE). 
PERCENT OF 17 AND YOUNG ADULT RESPONDENTS. 

OBJECTIVE: II. Possess the abilities and skills needed 
to engage in the processes of science 

SUBOBJECTIVE: F. Ability to check the logical consis- 
tency of hypotheses with relevant 
laws, facts, observations, or experi- 
ments 

IN A PARTICULAR MEADOW THERE ARE MANY RABBITS THAT EAT THE 
GRASS. THERE ARE ALSO MANY HAWKS THAT EAT THE RABBITS. LAST 
YEAR A DISEASE BROKE OUT AMONG THE RABBITS AND A GREAT NUMBER 
OF THEM DIED. WHICH OF THE FOLLOWING PROBABLY THEN OCCURRED? 

17 RESPONSES 

4% 2% THE GRASS DIED AND THE HAWK POPULATION 
DECREASED. 

1% 11 THE GRASS DIED AND THE HAWK POPULATION 
INCREASED. 

68% 52% GRASS GREW TALLER AND THE HAWK POPULA- 
TION DECREASED. 

4% 4% THE GRASS GREW TALLER AND THE KAWK POPULA- 
TION INCREASED. 

20% 30% NEITHER THE GRASS NOR THE HAWKS WERE 
AFFECTED BY THE DEATH OF THE RABBITS. 

2% 10% I DON'T KNOW. 

1% 1% NO RESPONSE. 

4. OUTPUT MEASURES FOR GOVERNMENT POWER EXERCISE 
(CITIZENSHIP). PERCENT OF SUCCESS FOR 

9, 13, 17, AND YOUNG ADULT FOR 
SEVERAL REPORTING CATEGORIES 

OBJECTIVE: IV. Know the main structure and functions of 
our governments. 

SUBOBJECTIVE: B. Recognize the main functions and rela- 
tions of governmental bodies; recognise 
that governmental powers are limited by 
the people through the constitution. 

SCORING: Examples of acceptable reasons to Res- 
ponse C: people could stop him; elected 
officials could stop him; checks and 
balances system of government; laws stop 
him; country would be a dictatorship; 
not the democratic way. 

A. DOES.THE 
TING THE 

B. 

C. 

PRESIDENT HAVE THE RIGHT TO DO ANYTHING AFFEC- 
UNITED STATES THAT HE WANTS TO DO? 

=YES 
oNO 

DON'T KNOW 

(IF YES) WHY? 

(IF NO) WHY NOT? 
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Stated that the Pres- 
ident does NOT have 
the right any- 
thing affecting the 
United States that 
he wants (No to A). 

Stated that the Pres- 
ident does NOT 
the right gave an 
acceptable reason (on 
C). 

13 17 AD 9 13 17 AD 
National 49.2 72.3 78.4 89.0 18.4 51.7 70.8 BOX 
Region 
Northeast 50.2 72.2 79.6 89.6 22.6 57.0 75.2 80.5 
Southeast 47.3 70.3 76.9 85.9 16.7 43.9 66.8 74.1 
Central 49.2 72.7 79.4 87.6 15.1 51.1 69.5 79.6 
West 49.7 73.7 77.2 92.8 19.7 53.8 71.3 84.9 

Sex 
Sale 49.9 78.9 82.7 91.8 18.4 57.9 76.1 81.7 
Female 48.5 65.9 74.6 86.5 18.4 45.7 66.1 78.5 

Parents 
No H.B. 45.7 57.2 75.6 84.9 18.7 31.4 70.1 72.3 

N.B. 32.2 66.5 68.5 92.7 10.8 43.3 58.9 83.5 
Grad H.S. 46.5 66.4 76.1 90.5 16.1 47.8 69.5 82.7 
Post H.B. 58.7 79.3 84.5 92.0 25.2 57.9 77.2 86.4 

The percentages reported for the two 
exercises above are measures of the level 
of performance of an entire age group 
(nation) or reporting category. By them- 
selves these percentages are not useful 
indicators unless reference points can be 
defined upon which meaningful judgments 
about the performance can be based. 

Several meaningful reference points can 
be constructed from the data itself. The 
national level of performance of an en- 
tire age group, for example, provides.in- 
dividual reference points for each exer- 
cise. The difference between subgroup 
performance and the national level of 
performance is useful for describing how 
uniformly learning is spread among the 
subgroups defined on one exercise. (See 
Exhibit 5.) 
For exercises retained for later as- 

sessments, a similar reference point is 
defined for the second cycle. A compar- 
ison of the differences between subgroup 
performance and the national performance 
from one cycle to the next indicates how 
the relative distribution of learning 
across subgroups of interest is changing 
over time on a single task. Also, the 
difference between proportions of success 
from assessment to assessment determines 
if more or fewer people in an age group 
or subgroup of interest are able to res- 
pond acceptably. 
For exercises administered to more than 

one age group during an assessment year, 
similar kinds of comparisons between ages 
can be made in the form of indicators 
which answer such questions as: At what 
age have most of the people gained the 
understandings measured by the exercise? 
or Is the distribution of learning,across 
subgroups for a given exercise similar at 
different ages? 
All the output measures considered so 

far have been for single exercises. Of- 
ten it is more convenient: to summarize 
the output measures for all exercises of 
one type or classification (such as the 
set of exercises reflecting one objec- 
tive, typed as physical science or bio- 
logical science, classified by goal in 
citizenship or by theme in reading and 
literature). The median of the differ- 
ences between subgroup performance and 



national performance for a single clas- 
sification of exercises is the basic 
summary statistic we have reported. In 
a sense, this median value is "typical" 
of the performance of the respondents in 
one subgroup relative to all respondents 
of the same age for exercises of one 
type included in the assessment. Thus, 
generalizations about the "tendencies" 
of a subgroup with respect to certain 
types of exercises can be formed. 

5. OUTPUT MEASURES FOR POEM EXERCISE (READING). 
DIFFERENCE IN PERCENT CORRECT BETWEEN 
RESPONDENTS IN A REPORTING CATEGORY 

AND ALL RESPONDENTS. 

Read the poem and answer the questions which follow it. 

THE WAYFARER 

The wayfarer, 
Perceiving the pathway to truth, 
Was struck with astonishment. 
It was thickly grown with weeds. 
"Ha," he said, 
"I see that no one has passed here 
In a long time." 
Later he saw that each weed 
Was a singular knife. 
'Well,' he mumbled at last, 
'Doubtless there are other roads." 

A. What do the following lines from the poem mean? 

"I see that no one has passed here 
In a long time." 

way of truth is popular. 
...People are fascinated by the truth. 
...Truth comes and goes like the wind. 
...The truth is difficult to recognize. 

Few people are searching for the truth. 

: 

I don't know. 

VII. Receding and Drawing Inferences. 
Drawing Inferences from Information 
Given 

OBJECTIVES: IB3a: Comprehend what read. Interpret non- 
literal and figurative language. Recog- 
nize the connotations as well as the de- 
notations of the words real. 

IIA2. Analyze what is read and be able to 
trace sequences. Follow the development 
of an author's idea. 

13 17 Adult 
National 
Region 
Northeast 1.2 -0.8 4.9 
Southeast -2.7 -4.1 -13.8 
Central 0.6 1.8 -1.8 
West 0.9 2.2 6.0 

Sex 
Male -4.9 -3.6 -0.5 
Female 5.2 3.8 0.5 

Parents' Educ 
No H.S. -15.0 -12.7 -9.3 
Some H.S. -6.0 -10.7 -2.3 
Grad H.S. 0.0 1.5 1.0 
Post H.S. 8.3 7.5 16.1 

Potential Indicators. The output 
measures and discussed in the 
previous section are ones which Nation- 
al Assessment has used in their reports 
and are derived from the data. Dif- 
ferent reference points, independent of 
the data, can be defined, each reflec- 
ting concerns and interests of special 
groups, such as teachers, curriculum 
people, policy makers or lay groups. 
For example, the estimation of expected 
levels of performance establishes a 
meaningful and relevant base for dif- 
ferent interest groups to judge the per- 
formance on an exercise. The task of 
setting expectations has been undertaken 
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by a group of prominent science educators 
representing the National Science Teach- 
ers Association. They are interested in 
making National Assessment data on Sci- 
ence exercises more meaningful to science 
educators. Thus, part of their effort 
has been to make subjective (expert) 
judgments of an expected level of per- 
formance as a basis for evaluating the 
assessed performance. National Assess- 
ment will continue to study procedures 
for establishing expectation levels of 
different groups of people. Of partic- 
ular concern is the "public's" expecta- 
tion of how our nation should perform and 
to provide information which makes com- 
parison of performance with public expec- 
tation convenient. 
Several states have recently conducted 

state assessments in which National As- 
sessment exercises were used. Thus, they 
are able to compare directly their per- 
formance with the performance of similar- 
ly defined reporting categories in the 
nation- -e.g., it is important to find out 
if those in the rural areas of a state 
perform as well as all rural areas in the 
nation. 
National Assessment is currently inves- 

tigating interactions between subgroups 
as an additional output measure and po- 
tential indicator. It is informative to 
know, for example, if Blacks in the 
Southeast do as well as those in the 
Southeast in general, and if Blacks in 
the Northeast do worse than those in the 
Northeast in general. These pieces of 
information give different implications 
for allocation of resources to the 
schools in those regions. The first, if 
true, would imply that we allocate re- 
sources to all schools in the Southeast, 
regardless of color composition; the sec- 
ond implies that we allocate resources to 
schools in the Northeast which are pre- 
dominantly Black. 
Aggregate indicators are useful to re- 

lieve the problem of too much information 
which obscures important results. How- 
ever, there are certain sizeable problems 
inherent in the development of aggregate 
indicators from National Assessment data 
which make such indicators hard to visu- 
alize. These problems include differen- 
tial weighting of exercises, determining 
units of measure, and the location of 
meaningful reference points and dimen- 
sions. As a possible solution, we have 
been investigating the use of a singular 
value decomposition of a non - square array 
of exercises by reporting categories 
(cells contain output measures). This 
could lead to various meaningful linear 
combinations of subgroups or exercises 
falling along single interpretable ortho- 
gonal dimensions. These linear combina- 
tions of exercises could be formed at the 
objective, theme, goal, subject, between 
subject levels or even between subjects 
assessed in different years. Each 



combination providing different, useful 
summary measures on "sets" of exercises. 
Similarly, linear combinations of repor- 
ting categories weight exercises along 
orthogonal "cultural ", "psychological ", 
"socio- economic ", and "behavioral" dimen- 
sions. 
National Assessment has a relatively 

short research history. Much of our time 
has involved "doing the business of as- 
sessing." We have just begun to generate 
ideas for educational indicators. The 
task is not small, and the challenge is 
there. We invite your participation. 
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MONITORING AND INTERPRETING TURNING POINTS IN EDUCATIONAL INDICATORS 

Abbott L. Ferriss, 

In 1965, when the 125th annual meeting 
of the American Statistical Association was 
held in Philadelphia, Wilbert E. Moore and 
Eleanor Bernert Sheldon presented a paper 
entitled, "Monitoring Social Change: A 
Conceptual and Programmatic Statement" (8). 
In it they called for contributions to under- 
standing "large -scale structural change in 
American society" and the collection and anal- 
ysis of new and better data. Their focus on 
social change, "large -scale structural trans- 
formations ", was to monitor indicators of 
"structural alternations" so as to use "such 
information for entry into the system, to alter 
the magnitudes, speed, or even direction of 
change in terms of explicit, normative criteria's 
(p. 144). The scheme they presented at that 
meeting eventually grew into the volume, 
Indicators of Social Change (11). Since then a 
kind of "social indicators movement" has 
arisen. The program of the current meeting 
of the A.S.A. schedules at least five sessions 
explicitly on social indicators, and the N.S. F. 
program of research support for social indica- 
tors exceeds two million dollars (FY71). 

I wish to point out the critical role played 
by turning points in the process of monitoring 
the social systems, with particular reference 
to education, and to illustrate some of the 
problems of interpreting current turning points 
and comment on the importance of the monitor. 
ship function. 

The Monitorship Function 

In the literature on social indicators (1) 
(10), it appears that insufficient attention is 
devoted to the monitorship function called for 
by Moore and Sheldon. There is concern with 
finding appropriate statistical indicators, with 
tracing the interrelationship of an indicator 
through a social system, with developing models 
that will help to predict the future, but insuffi- 
cient attention to identifying critical turning 
points in available statistical indices and trac- 
ing out the implications of such changes. 
Perhaps, in the field of education, what passes 
fo monitorship comes with the announcement 
each year of the results of a new periodic 
survey, showing that the new data reveals a 
percentage increase or decrease over the last 
year, with reference only to the evidence of 
the survey being reported. Monitorship should 
be more than this. 

What is needed to monitor a social 
system? Statistical time series of character- 
istics of the system are the first requirement. 
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For maximum clarity in interpretation, these 
time series should be the elements in a theo- 
retical model that is capable of expressing 
cause- effect or, as a minimum, associated 
sequences of sufficient reliability to predict a 
future state of the system. The evidence of 
past trends in the major statistical elements of 
the system should be at hand. Predictions of 
trends in the major statistical elements, also, 
are quite useful, in that they serve to foretell 
possible turning points. 

The monitorship function, itself, consists 
of placing the new observation of the current 
year in its context with the past. Has a turning 
point occurred? Does the new observation de- 
viate markedly from past trends ? If so, does 
the change have significant consequence for the 
future, particularly for other normatively 
significant elements in the system? 

In presenting such implications the moni- 
tor must draw information, not merely from 
the "new" datum of the current survey, but he 
must incorporate knowledge from the entire 
range of studies that have attempted to under- 
stand the phenomena of the system. Paren- 
thetically, it is for the latter reason that those 
who conduct and report periodic surveys are 
not always the best interpreters and monitors 
of the periodic statistics that they generate. 
Reports of new data from periodic surveys 
seldom incorporate data from other studies. 

If the monitor judges that a turning point 
indicates changes in other significant elements 
of the system, then the consequences of the 
change must be specified. The monitorship 
function has been completed when these con- 
sequences are identified and the information 
placed in the hands of decision makers whose 
decisions bear upon the phenomena under study. 

Educational Indicators 

The field of education can boast that it 
displays a long list of statistical time series 
(6). Not all, however, are theoretically nor 
even normatively significant. For example, 
the vast arrays of financial statistics cannot 
be interlocked with changes in the amount of 
learning that has taken place. Models also 
have been constructed of various features of 
the educational system, and some of these 
models, even, enable prediction, such as 
predictions of enrollment, of teachers required, 
and of degrees granted. Unfortunately, not all 
of the normatively relevant observations in 
education have been periodically and systemat- 



ically made: witness the lack of time series on 
the quality of elementary and secondary school 
learning, on a measure of education other than 
the time devoted to it, on indicators the dis- 
functional results of the secondary school's 
emphasis upon achievement among those who 
lack an achievement orientation, the lack of a 
measure of quality by field in post- baccalaure- 
ate education, and others too numerous to 
mention. Even with these deficiencies, how- 
ever, the educational system displays a greater 
wealth of time series than other institutional 
areas, except, of course, the economic area. 

The potential consumers of the results of 
monitoring the educational system include all 
those who make decisions relative to educa- 
tional policies or programs. Educational 
staffs, boards of control, the legislators, the 
departments of education, and the associations 
of teachers, etc. , in short, all who hold a 
stake in the educational process should be 
informed of turning points in educational 
indicators, and alerted to the implications 
of the change. 

Educational indicators are statistical 
time series that reflect the state of some 
feature of the educational system. While 
educational indicators respond to major events 
that affect the social system, such as wars, 
major depressions or prolonged periods of 
prosperity, they are not strictly cyclical. 
Many series display a long -term growth that 
is characteristic of our expanding population 
and economy. Major structural changes of the 
society have direct effect upon educational 
indicators. One of these is the shift from 
farming to industrial and commercial occupa- 
tions, and the continuing transition to service 
occupations; these structural transformations 
have influenced the content of the curriculum 
and the specialization of the educational out- 
put. National policies concerning education 
have unquestioned bearing upon the educational 
system: the decision to support or to limit 
the support of graduate education, the Supreme 
Court decision ordering school desegregation, 
the support of pre -school educational centers 
- -these and many other national policies have 
influenced trends in various educational 
indicators. 

I would like to illustrate several turning 
points in educational indicators and suggest 
interpretations and implications in keeping with 
the monitorship function, outlined above. 
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Example 1: Continuation Ratio, 
10th to l lth Grade 

The ratio of school enrollment in suc- 
cessive grades provides an indicator of school 
retention (6, pp. 29 -44). Over the nearly 

sixty -year span shown in Figure 1, the contin- 
uation ratio of 10th graders presents almost a 
sinewave. The secular trend, however, 
has been strongly upward despite the numerous 
turning points. The two major World Wars and 
the Korean Conflict have been distinctly nega- 
tive influences. From inspection it appears 
that some economic depressions adversely 
affect continuation in school while others do not. 
Partial correlation coefficients, however, 
clarify these relationships. With the long- 
term trend held constant, the continuation ratio 
is positively associated with unemployment (.451 
negatively associated with the per capita gross 
national product ( -.36), and, of course, nega- 
tively associated with the expansion of military 
forces ( -.26). That dropouts are more likely 
to occur during prosperous periods has also 
been observed by Beverly Duncan (5, p. 128). 
The effect of military expansion might be in- 
terpreted as entrance into the civilian labor 
force as well as joining the Armed Forces. In 
any event, these two factors and the linear 
trend explain 88 percent of the variance in the 
10th to 11th grade continuation ratio. While 
other influences undoubtedly stimulate reten- 
tion or affect dropouts, a more elaborate model 
would be required along with additional time 
series to adequately explain the turning points 
in school continuation and enable their 
prediction. 

Example 2: Ratio, Baccalaureates 
to High School Graduates 

Four Years Earlier 

The ratio of baccalaureates to high school 
graduates four years earlier (6, pp. 107 -112) 
presents several turning points of interest in 
the study of major events, societal trends and 
policies affecting the educational system. The 
ratio itself is an imprecise measure, since its 
assumption is not uniformly met across time: 
the assumption that high school graduates un- 
informly proceed immediately to college and 
graduate four years later with a bachelor's 
degree. This defect in the statistic is illustra- 
ted by the artifically rapid increase after 
World War II, reaching its peak in 1950, as a 
mass of veterans, delayed in their education, 
graduated. The turning point about 1954 signi- 
fies a return of the system to more normal 
student input- output relationship. 

Before 1895 baccalaureate degrees were 
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FIGURE 1. Tenth to Eleventh Grade Continuation 
Ratio, 1910 -1966 

Source: 
granted to approximately half of the high school 
graduates four years earlier. The ratio drop- 
ped after 1895 because of the increasing rate of 
attendance in secondary schools. The need for 
vocationally trained employees that came as a 
result of industrialization following the Civil 
War, finally, in the 1890's, reached secondary 
education. The number of high school gradu- 
ates, expressed as a percent of the population 
17 years of age, began to increase. However, 
they did not continue to college and bachelor's 
degrees years later did not then begin to 
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(6. p. 30) 
increase. The secondary school was "trans- 
formed", as Martin Trow has reminded us (9), 
into a vocational system, not for the elite few 
as it had been, but for the masses. The turn- 
ing point in this ratio, then, in the mid- 1890's 
set in motion a trend that did not reach its 
trough -- and hence its upturn -- until after 
World War I. Industrial and commercial ex- 
pansion during and after World War I created a 
demand for college trained engineers, account- 
ants, business executives, and the like. Educa- 
tional policies responded and a mild upturn in 



the ratio was the result. As the Depression of 
the 1930's came on, per capita baccalaureate 
production at first faltered and then, as the 
prospects of an international conflict became 
apparent about 1937, began to increase and 
peaked in 1940. With World War II college and 
universities produced far fewer graduates. 
Under these conditions, the ratio declined and 
bottomed -out about 1947. 

The ratio appears to have reached a 
modest level of 28 per hundred high school 
graduates four years earlier. Projections 
suggest that the ratio will remáin at this level 
in the immediate future: no turning point is 
anticipated. 

Aside from the adjustment of the educa- 
tional system to World War II, the educational 
policies that have brought about these major 
turning points in this educational indicator 
were the consequence of industrial, economic, 
and social changes of the last half of the last 
century, changes that created a demand for 
vocational education. The vast increase in the 
proportion of clerical and kindred workers 
experienced by the occupational structure 
verifies the change. American secondary ed- 
ucation has now returned to the need for a 
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The decline in enrollment of this age group of 
males bears significantly upon future college 
enrollment and the future educational attainment 
of the labor force. In two years, 1968 to 1970, 
the percent of white 18 -19 year old males en- 
rolled in school declined 5. 5 percentage points 
while non -white males, 18 -19, declined 9. 6 
percentage points. 

To investigate the influencing factors, the 
analyst would require information in time series 
on the number of 18 and 19 year olds drafted 
into military service, by month, the marriage 
rate of 18 and 19 year olds, the number of 18 
and 19 year olds by sex in the labor force, un- 
employed, seeking work, and so forth, the 
number of 18 and 19 year olds by sex receiving 
unemployment benefits, and other such 
indicators. 

Only an approximate assessment of these 
influences is possible. Between October 1969 
and October 1971, the number of 18 and 19 
year old males enrolled in school declined by 
approximately 53, 000. In 1968, 60. 4 percent 
were in school and an estimated 15. 6 percent 
were in the Armed Forces. The next year the 
percent in the Armed Forces dropped to 12 
percent and the next year to below 11 percent. 
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Source: (6,p 
college preparatory system of education and, 
as Trow says, continues to contend with a 
number of policy issues and problems that 
hinge upon this change. 

Example 3: School Enrollment of 
18 Year Old Males 

School enrollment is the subject of a 
supplement to the October Current Population 
Survey (2). The percent of 18 and 19 year olds 
enrolled in school by sex is shown in Figure 3. 
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Deferments from Selective Service to attend 
school have dropped about 1 million since 
1968 (4). If Selective Service policies prior to 
the adoption in December 1970 of the lottery 
system encouraged school attendance (youth 
enrolling to avoid military service), then the 
lottery system and the reduced size of recent 
draft calls have tended to discourage school 
attendance. 

1970 

Meanwhile, the labor force participation 



Percent 
Enrolled 

60 

50 

40 

30 

20 

18 -19 Year Old School Enrollment 

White Male 

` Nonwhite 

. 

1960 1955 

Male 

/White Female 
Nonwhite 

Female 

1965 1970 

FIGURE 3. Percent of the Population 18 and 19 
Years of Age Enrolled in School, 
1954 - 1971 (October), by 
Sex and Color 
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rate (of 18 and 19 year old males) has remained 
fairly constant at 70 percent. The labor force 
participation rates of the enrolled 18 -19 year 
old males and the rates of the non -enrolled 
males both dropped from 1969 to 1970. During 
1971 the unemployment rate averaged 15 
percent. 

In sum, the percent enrolled in school is 
declining. The percent in the Armed Forces is 
declining. The labor force participation rate 
is constant, and the unemployment rate is high. 

Other influences may be discouraging 
school attendance. There may be a negative 
reaction among youth to the achievement orien- 
tation within education. There also may be a 
reaction against the "Establishment" that is 
manifested in rejecting school attendance. There 
may be other interpretations. 

Identifying the underlying cause is perhaps 
the most important function of monitoring 
social indicators, but estimating the future 
consequences of the turning of an indicator, 
also, is important. In this case it is quite 
obvious that a decline in educational attainment 
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of the cohort at a future age will take place. 
The increments in enrollment of the 18 -19 year 
olds are followed two years later by increments 
in the educational attainment of 20 -21 year olds, 
as Table 1 illustrates. This educational de- 
ficiency is likely to follow this cohort through 
its life cycle. 

TABLE 1. Incremental Change in 
School Enrollment and 
Educational Attainment 

Year 
of 
Enrollment 
Increment 

For Cohorts 

Increment 
in Percent 
Enrollment 
of 18 -19 
Year Old 
Males 

Increment in 
Percent with 
at least 1 

year of 
College of 
20 -21 Year 
Olds (Two 
Years Later) 

1966 to 1967 -1. 5 -1.3 
1967 to 1968 +1.4 +1.8 
1968 to 1969 -1.0 -2. 1 
1969 to 1970 -5.0 

Source: (2) and (3) 



Concluding Remarks 

The turning points in three educational 
indicators that were examined have illustrated 
the process of interpretation of educational 
indicators. The multivariate analysis of the 
10th to 11th grade continuation ratio produced a 
definitive interpretation but it would be im- 
proved through the addition of predictors. The 
socio- historical mode of interpretation of the 
ratio of baccalaureates to high school graduates 
four years earlier rests upon the validity of a 
number of logical and factual assumptions. The 
analysis undoubtedly could be augmented by 
additional time series that would support the 
interpretation. Finally, the drop in the percent 
enrolled of 18 -19 year old males can only part- 
ially be explained by the change in S elective 
Service policies. The search for more sub- 
stantial explanations has not thus far been 
rewarding. 

This paper has not attempted to elaborate 
upon the models implied in the examples pre- 
sented. Neither has it attempted to review 
problems of forecasting turning points in ed- 
ucation. Both topics, however, are important 
steps in developing adequate interpretations. 
Finally, monitoring educational indicators is 
for the purpose of informing decision makers, 
and nothing has been said as to how decision 
makers in education are to be identified and 
the signals implied by turning points relayed 
to them. There is, however, a tested method 
for accomplishing this task. 

Continuous monitorship of educational 
indicators, conducted in the manner described 
above, would facilitate the development of 
policy and programs to adjust to disfunctional 
educational trends. Interpreting turning points 
through identifying the directing forces that 
undergird the change would lead directly to 
knowledge of the cause- effect sequences that 
affect the educational system. Many education- 
al indicators are available. Studies of inter- 
action among significant elements within the 
educational system have been and continue to 
be made. The time now has come when sys - 
tematic monitorship of the educational system 
may produce real contributions to policy and 
program development. 
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WHY HEALTH INDICATORS 

Karl D. Yordy, Institute of Medicine 

The perspective of this paper is the 
use of health indicators in the context 
of policy formulation and decision -making, 
with particular reference to the U. S. 

Government experience. I leave to others 
the important technical issues involved 
in the generation and use of health in- 
dicators. This policy perspective will 
not emphasize those valid motivations for 
health indicators that are related to 
long -range research objectives or man's 
innate curiosity. If the pursuit of 
social research were the main motivation 
for developing health indicators, I sus- 
pect that the course and pace of their 
development might be quite different. 
This paper also considers policy formu- 
lation in its entirety, including the 
political process. This carries beyond 
the domain of many policy analysts who 
consider their task completed when ratio- 
nal alternatives have been presented to 
the decision -makers. I believe that the 
scope of this perspective is important 
since no discussion of why health indica- 
tors are desirable is complete without 
including the political dimension of 
decision -making. If health indicators 
are to have a real role in affecting 
decisions, they must be a factor in the 
final formulation or re- formulation of 
policy, not just in the presentation of 
the issues. 

Let us start then with the basic 
question of why the policy maker or man- 
ager should be interested in supporting 
the development and use of health indica- 
tors. From the perspective of the policy 
maker, we should accept Kenneth Land's 
definition of a social indicator which 
emphasizes "that the criterion for classi- 
fying a social statistic as a social in- 
dicator is its informative value which 
derives from its empirically verified 
nexus in a conceptualization of a social 
process." 1/ The policy maker's concep- 
tualizatioñ is based on his defined re- 
.sponsibilities. He will be interested in 
data to the extent that he can perceive 
that data as helping him to carry out 
these responsibilities. He therefore 
looks for data that will be useful in 
predicting the future course of events, 
in assessing the impact of policy alter- 
natives, in justifying a decision to 
others who must approve, and in evalu- 
ating the results of those decisions over 
time. All of these uses press him toward 
a concern for measurement of output and 
establishing a cause and effect between 
inputs and that measurable output. 

This ideal statement of policy 
maker's concerns, however, is usually 
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modified substantially amidst the pres- 
sures for immediate decisions based on 
very imperfect information. The recog- 
nition by both government officials and 
social scientists that decisions are too 
little informed by relevant data has led 
in recent years to a rising interest in 
the development of social indicators. 
Often the economic policy arena is cited 
as an example to be emulated. One spe- 
cific example of this interest was the 
effort of the Department of Health, Edu- 
cation, and Welfare several years ago to 
develop a social report. That effort had 
very limited success, but the potential 
usefulness was described as follows: 

"A social report with a set of 
social indicators could not only satisfy 
our curiosity about how well we are do- 
ing, but it could also improve public 
policy making in at least two ways. 
First, it could give social problems more 
visibility and thus make possible more 
informed judgments about national prior- 
ities. Second, by providing insight into 
how different measures of national well- 
being are changing, it might ultimately 
make possible a better evaluation of what 
public programs are accomplishing." 2/ 

The field of health is a particular 
case of this general interest, and the 
pressures to better inform the health 
policy process are steadily growing. I 

believe that most policy makers now view 
health as one of the desirable end results 
of the society, not just as an interme- 
diate contributor to other social ends 
such as economic prosperity. This view 
of health, however, is usually a general 
feeling rather than a quantifiable defi- 
nition. The realization of how ill -de- 
fined the objective is becomes one of the 
strong motivations for the policy maker's 
interest in health indicators. 

There is a recent urgency in the 
policy maker's desire for quantifiable 
indicators of health, direct or indirect. 
This heightened concern results from a 
change towards interventionist public 
policies in the health field. How health 
services are organized, financed, and 
distributed, the impact of environmental 
and social factors on health, and our 
understanding of disease processes and 
their cures have all become specific pub- 
lic policy concerns in recent years. The 
fact that deficits exist in the health 
data now recognized as necessary for 
sound decision making, should come as no 
surprise when we consider how recent is 
this intensity of public interest in 
health policies. Prior to the last ten 



to twenty years, the narrow scope of pub- 
lic responsibilities generated relatively 
little demand for policy- relevant health 
data. Without that need to know, there 
was insufficient motivation to incur the 
costs associated with requiring relevant 
information and to overcome those polit- 
ical pressures which often make a virtue 
out of not knowing. Some concern for 
public policies affecting health existed 
for many years, especially in the control 
of communicable disease, the support of 
medical research, and some limited con- 
cerns about safety and environmental 
hazards. However, dramatic changes in 
public policy took place during the mid- 
dle 1960's. Some illustrative highlights 
are: the community mental health centers 
program; Medicare and Medicaid; the 
establishment of neighborhood health 
centers focused on the poor; organized 
comprehensive health services for mothers 
and children; regional medical programs 
to combat heart disease, cancer, and 
stroke; comprehensive health planning; 
and the establishment of the National 
Center for Health Services Research and 
Development. This was a period of iden- 
tifying deficits in the health of the 
nation and of high expectations that 
those deficits could be overcome by ex- 
plicit public action. 

It is instructive to look at the use 
of health data during that period of 
rapid policy formulation. Data was used 
extensively in the justification of the 
new health service programs that I have 
mentioned, including much use of data on 
morbidity and mortality from the National 
Health Survey and the Vital Statistics 
System. That such data existed at all is 
due to the foresight of those health data 
gatherers who anticipated the desires of 
policy makers and the changes in the 
political and social climate which per- 
mitted legislative action. To cite just 
a few examples of the use of data in 
identifying problems: 

-- the higher infant mortality rates 
in areas of concentration of poor 
people; 

- - higher morbidity rates among the 
poor for many diseases; 

- - lower utilization of services by 
lower income groups; 

- - the rising toll of deaths from 
heart disease, cancer, and 
stroke; 

- - the burden of health care costs 
for the elderly. 

The use of extensive data in justi- 
fying these actions breeds a future de- 
mand for more data and for a refinement 
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of that data. Once interventions have 
been undertaken the pressures to document 
results, to indicate quantitative changes 
in identified social problems, and to 
create at least the perception of success 
or failure is inevitable. The data has 
now become the currency of the policy and, 
political process, and the need to allo- 
cate scarce resources and justify policy 
decisions focuses attention on the data 
and forges them into indicators. 

A precursor of this demand for more 
data was passage of Comprehensive Health 
Planning legislation in 1966 and broad- 
ened authority for health services re- 
search in 1967. These actions were con- 
crete expressions of faith that data and 
analysis could help bring solutions to 
health problems, but an important effect 
of implementing these programs was to re- 
veal the inadequacies of current data 
sources and to increasW the 
policy maker's appetite for relevant in- 
formation about the naion's health. 

If this is a reasonable historical 
description of the rise in interest in 
health indicators, what is the nature of 
that heightened interest likely to be? 
First, there will be a demand for specific 
indicators that are relevant to the social 
values singled out in the policy process. 
This demand may not be for a balanced 
view or even place much emphasis on the 
technical soundness of the data. The 
demand may even be quite unreasonable in 
its expectation that those designing data - 
gathering instruments anticipate the 
interest of the policy makers. The 
strength of the policy maker's interests 
may also lead to intervention in the 
actual nature of the indicators. For 
example, the strong public concern over 
the nutritional status of the American 
population led to an allocation of always 
scarce statistical resources to the inclu- 
sion of additional nutritional data in the 
health examination survey. 

The strengthened interest of the 
policy maker also presses toward a defi- 
nition of quantifiable output data. The 
competition for public resource inputs 
leads to continued pressures to define 
output measures and to relate the input to 
the output. Since I believe that health 
is increasingly defined as a social end 
in itself, resource allocations should 
reward those programs which, over time, 
are more successful in defining measurable 
outputs and the relationship of input to 
output. That conclusion may appear 
naively optimistic, but my observation of 
the policy and the political process in- 
dicates that a good output indicator, such 
as a reduction in infant mortality or the 
restoration of normal functions, will 
eventually overcome rhetorical justifi- 
cation of the desirability of an input, 



such as more hospital beds or more health 
manpower, especially as ultimate resource 
limitations are perceived more sharply. 

Another effect of the policy maker's 
interest in health indicators will be a 
strong pressure for simplicity and the 
ability to explain the meaning of the in- 
dicator to a person not trained in sta- 
tistics or mathehiatics. Since I have al- 
ready indicated the willingness of policy 
makers to intervene in the nature of data 
gathering processes, the virtue of simple 
explanation deserves attention among 
those who are developing health indi- 
cators. 

The policy maker will also exert 
strong pressure for timeliness and fine - 
grained geographic detail in the health 
indicator. The policy maker is likely 
to be willing to trade off precision for 
timeliness, and the local variations in 
this diverse country make the ability to 
provide geographic comparisons a highly 
desired data characteristic. The 
strength of both of these concerns grows 
with the specificity of the policy inter- 
vention to overcome deficits in health 
services and the need to relate effect 
to that cause. 

The policy maker's interest in the 
of health indicators also leads to a 

growing tension between knowing and doing. 
After the success of using indicator data 
to identify problems and to justify new 
actions, there is a growing frustration 
not only with the seeming lack of re- 
sults from many of these interventions 
but also with the difficulties in develop- 
ing more refined indicators of output. 
Those difficulties were acknowledged by 
those involved in the very limited effort 
within HEW to develop a social report. 3/ 

The recent strong advocacy of well -de- 
signed social experiments as the basis 
for policy formation by such knowledge- 
able persons as Alice Rivlin would seem 
to be a reflection of this frustration 
and an expression of doubt that social 
indicators of sufficient precision can be 
developed to be the sole guides of public 
action. 4/ Such deliberate social exper- 
imentation is unlikely to bring a halt to 
wide -scale social action decisions until 
the results of the experiments are in. 
For example, the recent OEO contract to 
the Rand Corporation for a carefully de- 
signed experiment of consumer response to 
different configurations of health insur- 
ance will not delay the legislative 
action on some form of national health 
insurance. However, such social experi- 
ments may play an important role in de- 
fining and refining relevant measures of 
output by establishing clearer under- 
standing of cause and effect. Both 
social experiments focused on a limited 
population and improved health indicators 
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giving information about changes in the 
entire population should contribute to 
the development of what Donald T. Campbell 
has called, "the experimenting society." 
5/ The policy maker is not afforded the 
luxury of a choice between knowing and 
doing. He must act, usually on the basis 
of very imperfect information, but the 
more he acts and is judged for those 
actions, the more he will come to demand 
information both prior to decisions and 
as a feedback on the results. Enthusiasm 
and firm belief can carry him a long way 
but the increasing level of frustration 
about the results of public actions and 
the considerable disillusionment with 
earlier attempts to make decision -making 
more rational are often attributed to the 
lack of relevant and timely information. 

All of these pressures from the pol- 
icy makers can be viewed by those respon- 
sible for generating health indicators as 
the price of success. As data is used in 
the policy process, decisions about the 
generation of that data increasingly be- 
come policy decisions rather than purely 
statistical decisions. Some of these 
policy decisions will involve compromise, 
including pressures to leap ahead of 
sound statistical methodology. As sta- 
tistical indicators become linked to 
specific policy and managerial decisions, 
we will have to learn to cope with open 
policy and political debate over the 
desirability of changes in statistical 
series, a debate which may often pay 
little attention to methodological argu- 
ments and concentrate instead on the 
policy impact of changes in the indicator 
numbers. 

In spite of this view that the policy 
maker's interest in health indicators is 
not an unmixed blessing, I would strongly 
advocate that these prices of policy rel- 
evance be paid and that the pursuit of 
the development of health indicators be 
vigorously pursued. The policy process 
is too often ill- informed, and the crucial 
role of the political process in adjudi- 
cating value conflict is often confused 
and diluted by the lack of sound descrip- 
tive information. These are the vital 
roles that health indicators must play in 
the policy process: 

First, health indicators are useful 
in identifying problems, both in terms of 
health status and in the use of resources. 
Existing health data has been used exten- 
sively by policy makers for this purpose. 

Secondly, health indicators can be 
used to monitor changes over time. This 
information is often useful to the policy 
maker whether or not he can attribute 
cause to the change. For example, if 
objective measures of nutritional status 
improve, especially if there is a lessen- 



ing in the differences among population 
groups, that information is useful to the 
policy maker per se. 

A third function for health indica- 
tors is to provide a context for the 
evaluation of operational statistics. 
There is a clear trend toward more ex- 
plicit planning, regulation, and manage- 
ment of health services and other health 
related activities. Most of these activ- 
ities will generate operating statistics 
upon which important decisions are based. 
But operating statistics are too narrow 
an information base for many types of 
decisions. The decision maker often 
needs to compare operating statistics 
concerning particular program benefi- 
ciaries with patterns for the population 
as a whole. For example, the operator of 
the health care program providing compre- 
hensive services should be interested in 
whether the patterns of disease incidence 
or mortality in the population being 
served by his program vary from those 
same characteristics in the whole popula- 
tion for that geographic area. 

Another important function of health 
indicators is to put pressure on policy 
makers to refine the objectives of their 
programs in terms which can be related to 
expected outcomes. It is easy to under- 
estimate the difficulty of this task, 
both technically and in terms of organi- 
zational behavior. But the increasing 
use of health indicators by policy 
makers, often in adversary positions dur- 
ing the political process, creates strong 
pressures to justify the performance of 
programs in terms of outcomes. Many 
decisions will continue to be made in 
terms of inputs, but we should stress the 
need to specify the assumed models of 
cause and effect which transform inputs 
into outputs. Without the availability 
of appropriate health indicators, we have 
little basis to press for specification 
in these models of transformation. Land 
has referred to the specification of 
these models as "the major unsolved prob- 
lems in social indicators." 6/ 

A further role of health indicators 
is to contribute to the evaluation of the 
effectiveness of particular programs or 
policies. Program evaluation is often 
cited as a reason for health indicators. 
However, it should be noted that unless 
the specification of objectives, which I 

have just discussed, has taken place, the 
link of health indicators to program 
evaluation will be much more difficult. 
Indeed, it is unlikely that general 
health indicators alone can be the basis 
for determinant program evaluation. But 
health indicators should provide invalu- 
able assistance in designing the program 
evaluation studies by providing clues to 
cause and effect relationships. 
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I believe that much can be achieved 
by continued improvements in the current 
types of health data. However, it is 
clear that the development of an index of 
health that can be used as a common out- 
put measure will be highly desirable for 
some kinds of decision -making. An index 
will make explicit the value weighting of 
different types of indicators and will 
further focus policy debate on results in 
terms of health as an ultimate objective 
of the society. The development of a 
health index is also a methodological 
necessity in applying certain rational 
techniques of resource allocation. The 
index clarifies the imperative for diffi- 
cult choices amidst the strong advocacy 
for various health programs. The work of 
Fanshel, Bush and others shows excellent 
progress in this direction. 7/ The 
development of a health index now needs 
to be subjected to the heat of the policy 
process, especially since such an index 
will only be accepted by the policy 
makers if they understand the values 
contained within it. 

Finally, at this stage of major 
public debate on future health policies, 
a fundamental usefulness of health indi- 
cators is to focus that debate on changes 
in health status, or at least on such 
social goals as equity of access, rather 
than just inputs and costs. To the ex- 
tent that we can define health status in- 
dicators and the relationship of our 
actions to those indicators, we will not 
only shape the nature of the public de- 
bate but we may have profound impact on 
the way policy decisions are made and on 
the actual conduct of medical care and 
other health related activities. There 
is a curious and disturbing dichotomy in 
much of the current discussion of health 
policy. Many of the important policy 
decisions focus on cost, utilization, 
distribution of resources, and concerns 
about efficiency. These concerns are 
prominent in the current debate over 
national health insurance and health 
maintenance organizations. But much of 
the actual performance in the health care 
system is focused on concerns about 
quality and effectiveness. In fact, 
health care providers are strongly crit- 
icized for a lack of cost consciousness 
or conern with the efficient use of re- 
sources. There is clearly a gap of under- 
standing and action -- a gap often filled 
with ideological debate. 

I believe that this gap should be 
filled by wider use of health indicators 
in policy formulation, planning, regula- 
tion, and management of health activities. 
Much of the efficiency debate is empty 
without an agreed upon measure of output 
unless one adopts a totally nihilistic 
attitude about the effectiveness of health 
services. On the other hand, health pro- 



viders often show too little concern for 
the use of resources as they pursue the 
goal of effectiveness, and indeed there 
is often little concern for true measures 
of effectiveness in terms of changes in 
health status. A. L. Cochrane has dealt 
with this lack of relationship between 
efficiency and effectiveness in health 
care in his recent book and he concludes 
with an assessment that there is too 
little use of scientific evidence in the 
operation of the British health service, 
causing much wastage of resources and 
deficits in effectiveness. 8/ That con- 
clusion is certainly transferable to the 
U. S. health care system. While Cochrane 
places his hopes on increased use of 
randomized control trials, I believe that 
better use of health indicators in the 
development of a health index could move 
us strongly in the same direction. 

Unless we emphasize output indica- 
tors, we will continue to have attempts 
to limit cost per se, with very unequal 
results. We need more precision and 
rigor in our decisions, based on 
evidence, and an increase in policy de- 
bates on the nature of that evidence. 
Only in this direction lies progress. 
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1.0 INTRODUCTION 

Widespread interest in social indicators has 

focussed attention and effort on various pro- 
posals for a general indicator of health status 
[Sanders, 1964; Chiang, 1965; Division of Indian 
Health, 1966; Sullivan, 1971; Gitter and Mostof- 
sky, 1972]. Difficulties in developing such an 
indicator have led to several series of criteria 
for an ideal index, but many of the criteria 
overlap and conflict depending on the use con- 
ceived [Sullivan, 1966; Moriyama, 1968; WHO, 
1971; Bush, et. al., 1972]; Goldsmith, 1972. 

In our efforts to develop rational health plan - 
ning models, we also recognized'the need for a 
health index, but we have not previously offered 
a precise formulation of our model as a community - 
wide health indicator [Fanshel and Bush, 1970; 
Chen and Bush, 1971]. The purpose of this paper 
is to propose two indices, derived from a central 
concept of health, that we consider necessary to 
describe different aspects of community -wide 
health status. 

Before presenting our two indices, we would like 
to review briefly some of the criteria and models 
that have been proposed. The strengths and 
weaknesses of the proposals can then be seen in 
sharper perspective. 

1. The indicator should be of direct normative 
interest. Although this criterion has been 
criticized from different points of view [Sheldon, 
1970; Land, 1972], we believe that the indicator 
should have a welfare orientation. This requires 
an implicit or explicit value component so that 
if the indicator improves, all other things being 
equal, society can be considered better off. 
Where only one number (indicator) is involved 
(mortality rate, bed -disability days, disease 
incidence rates), the value problem is rarely 
critical. But a complex social construct like 
health must certainly be represented by a 
weighted combination of many indicators, so that 
the weighting or social value problem becomes 
crucial. Most previous efforts to construct 
health indicators have tried to circumvent the 
value problem, and we believe that type of effort 
has led to many unsatisfying results. 

2. The weighted index should be useful for 

priority setting, planning, and evaluation. 
Since the major point in collecting social 
statistics is to assist in policy- making, the 
index should be adaptable for social optimization 
We should construct a health indicator in such a 
way that not only the direction but also the 
magnitude of the change indicator value 
is significant. With other relevant information 
on the component of the indicator responsible 
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for the change, or estimates of the probable 
effect of some policy, the health indicator can 
then be used for priority setting and program 
planning. 

We agree with Land [1972] that we should strive 
for indicators that fit meaningfully into larger 
social system models [Orcutt, 1960, 1970; Isard, 
1969]. Within such models, even data that is not 
directly normative takes on meaning because it has 
a specified relation to other elements of the 
model. In health, this would be particularly 
helpful, since our abundant activity and utiliza- 
tion data can be given little normative interpre- 
tation without a larger model of health outcomes. 

Adaptability for social optimization raises 
acutely the problem of constructing a social 
welfare function [Arrow, 1963; DeMeyer and Plott, 
1971]. But refusing to construct a normative 
index does not make the problem disappear. It 

may be possible in the health field to mitigate 
some of the serious and thorny theoretical problems 

by the very process of index construction 
[Whitmore, 1972]. 

3. The indicator should permit study of the prob- 
able effects of different social policies. 
Admittedly the structural links between policies 
and indicators would be less developed in health 
than in economics, and the data to establish 
causal relations may be difficult to obtain, but 
the difficulty should not be overemphasiz!d. If 

the links could be postulated theoretically, then 
they could be studied empirically --an almost 
inviolable methodological sequence in the emula- 
tive sciences. Sheldon and Freeman's conclusion 
[1970:99] that it is impossible to use social 
indicators for setting priorities and developing 
a social balance sheet is probably overdrawn. 

This does not mean that the health indicator 
should reflect policy directly or even be sensitive 

to a single change in policy. But the relation 
between the policy and the indicator should be 
specifiable, and the change (or lack of it) should 
be amenable to investigation. 

Although we raise adaptability for social optimiz- 
ation as a desirable criterion for a health status 
index, here we will not discuss planning primarily, 
but will focus on methods for constructing objec- 
tive health indices for time series and cross - 
sectional comparisons of total populations. 

4. The health indicator should be useful for 
evaluative research. Although comparison of the 
health status of a given group over time is of 
great interest, comparison among different groups 
or subgroups at a given point in time gives impor- 
tant information for the public decision -making 



process. Only rarely can a community -wide indica- 

tor give any indication of the impact of a policy 
change, but the follow -up of "treated" population 
subgroups in conjunction with control communities 
provides some evidence of causal relations [Camp- 
bell, 1969]. Such use of a social indicator for 
evaluative research is already in effect using our 
Index [Lawrence County Project, 1972]. 

5. The health indicator should be sufficiently 
sensitive to detect most of the significant changes 
in health status. The mortality rate and life 
expectancy are no longer adequate as indicators of 
health in western societies. A classification of 
multiple states of health must be developed that 
is refined enough to realistically reflect the 
array of conditions that afflict human populations, 
but it must be simple enough that data can be col- 
lected reliably without complex medical evaluation. 

Furthermore, the set of weights reflecting the 
relative well -being of each of the states should 
not depend solely on criteria of economic produc- 
tivity. Although the capacity to transform the 
Index values (or the underlying data) to economic 
criteria is desirable, earning capacity in itself 
is almost a dichotomous (work /no work) measure, 
and if systematically applied, would discriminate 
against many low or non -wage earning groups. It 

may be better to avoid the criterion at the outset 
than to try to retrench later from the socially 
unacceptable policy implications. 

6. A community -wide health indicator should con- 
sist of "clearly defined component parts and each 
part should make an independent contribution to 
variations in the phenomenon being measured" 
[Moriyama, 1968:593]. A simple relation between 
the aggregated indicator and its parts will indic- 
ate what caused the change in the aggregate by 
locating the change in one of the component indic- 
ators. Component indicators may consist of the 
usual demographic subgroups, political jurisdic- 
tions (state, regional, local), or populations 
defined by other criteria. 

7. An indicator of health should be derived from 
observable data and be easily reproduced. Ideally, 

the index should require no expensive new venture 
in data collection, but this case too should not 
be overstated. A social indicator for health that 
is intuitively acceptable and that satisfies the 
criteria outlined above would justify a significant 
new data collection effort. It may be possible to 
implement our suggestions without a drastic over- 
haul of current systems. 

There may be other important criteria; this list is 

far from complete. Since few indicators will sat- 
isfy all the criteria, they must be judged as com- 
promises among the different desirable properties. 
We will now compare several proposed indices with 
the above criteria. 

Although Sanders [1964] discussed "effective life 
years ", he did not make a concrete proposal for 
measuring community health levels. Operationally, 
his definitions lead to an economically productive 
man years index which is difficult to accept be- 
cause of its insensitivity and the value judgements 
involved. Although computable from the life table, 
he did not propose a link to policy formulation. 
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Chiang [1965] proposed an index computed by the 
following formula: 

Hx 1 - T - 1 /2mx where 

H 
x 

mean duration or average fraction of the 
x year the individual is "healthy" in age 

group x 

the average number of illnesses per person 
in [age group ] x 

Tx = the average duration of an illness for x 

mx the age- specific death rate for the year. 

The index can be computed from available data, but 
it is insensitive, since the single state of ill- 

ness defined covers the entire range of illness 
conditions. Furthermore, death is weighted as 
equivalent to illness, a socially unacceptable 
value judgement. Finally, no method is defined 
for relating the index to policy decisions. 

Although the Indian Health Service [1966] and the 

Pan American Health Organization Ahumada, 1965] 
developed formulae for computing program priori- 

ties, their indices include terms related to ref- 
erence populations or expert judgements of vulner- 

ability, and are not well adapted to serve as 

direct indicators of health status in comparative 
and time series analysis. 

The most intriguing recent proposal is Sullivan's 
"single index of morbidity and mortality ", which 
is based on the concepts of "expectation of life 
free of disability" and'bxpectation of disability" 
[1971]. To compute the expectation of life free 

of disability, the conventional nLx in the life 

table is weighted by a disability factor 

Ix 1 365 
to obtain where Wx = number of 

days of disability per person per year in the in- 
terval beginning at age x. Wx is derived from 

health interview and institutional surveys. Values 

of TX are computed in the same manner as the con- 
ventional life table. The resulting expectation 

of life free of disability, ex, gives an approp- 
riate index of health. The expectation of life 
free of disability for civilian white males for 

the U.S. in the mid- 1960's was 62.5 years, and the 
expectation of disability was 5.3 years. 

The model as proposed has several advantages: 
(1) it corresponds closely to a comprehensive 
quantification of the social construct of health; 
(2) it is related directly to hard, available 

data; (3) it bypasses many difficult value ques- 

tions; (4) it could be augmented without major 
changes, and (5) it could be related indirectly 

to policy choices. We shall discuss the short- 

comings of this index as well as its special 
meaning after presenting our own model. 

2.0 HEALTH AND FUNCTION STATUS 

2.1 Operational Definition of Health 

Inherent in the social construct called "health" 

are two dimensions: (1) function level, an indiv- 

idual's level of function at a point in time, and 
(2) prognosis, his expected transitions to other 
levels, more or less favorable, at future times 



(Fig. 1). For measurement purposes, these two 
dimensions require separate specification. 

Function status is the primary value dimension of 
health. Optimum function is defined as conformi- 
ty to society's standards of physical and mental 
well- being, including performance of the activ- 
ities usual for a person's age and social role. 
As defined here, disturbances in function are not 
only social, but also include pain, and other 
physical and mental symptoms that are considered 
deviations from norms of well- being, even when 
there is no interference with social role perfor- 
mance. Such deviations from societal standards 
of well -being are value judgements. Standards of 
well -being can be defined and deviations can be 
classified into a series of function levels rang- 
ing from complete well -being through various lev- 
els of dysfunction to death. Social values can 
be measured for these function levels to produce 
a scale of well -being with a unit from 0 for death 
to 1 for complete well- being. 

Function Levels 

Well 1.0 

.75 
Prognoses (Pij 

Function 
Level 

Values .50 
) 

Death 

.25 

.85 

0.0 
to TIME t 

1 

Figure 1. Function levels (Li) represent states 
on the continuum from well -being to death. Func- 

tion level values (Fj) are the social preferences 
representing the relative value of the levels be- 

tween 0.0 and 1.0. Prognoses (NJ) are the trans- 
itional probabilities for movement among the 
function levels over time. 

Health status, on the other hand, is a composite 
of an individual's level of well -being at a point 
in time and his expected transition to other lev- 
els, more or less favorable, at future times. 
This view sharly distinguishes between the desira- 
bility of the immediate level of function and the 
probability of being in other levels as they change 
over time. These two dimensions, labelled func- 
tion level and prognosis, have traditionally been 
confused in discussions of health and illness; 
both are necessary to describe the health status 
of an individual or population. 

Treating the two variables as analytically dis- 
tinct allows them to be quantified separately and 
to vary independently for different populations. 
Health status can then be described as a joint 
function of the two variables. Precisely stated, 
health status is the product (expected value) of 
the social preferences assigned to levels of func- 
tion and the probabilities of transition among the 
levels over the remaining life of an individual 
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Well 1.0 

Mean 
Function 
Status 

(r) 

0.6 

Death 0.0 

Mean Function Status with 
Treatment 

Mean Output (v.) 

for the 
Module 

Mean Function 
Status without 
Treatment 

to TIME 

Figure 2. Mean module output (vm) is the differ- 
ence (SQ) between the quality adjusted life expec- 
tancy of the cohort with and without treatment. 

or group. Conceptually, health status may be ex- 
pressed as follows: 

EF 
H where 

j 

H = health status of an individual or group 

level of well -being (value, preference) that 
society assigns to function level j 

j = index for function levels = 0, 1, 2, ..., 30 

k 

Yj = total expected duration in function 
level j over all time periods 

t mperodstlndtderivedfromthe 
product (expected value) of the distribu- 
tions and transition matrices for each time 
period 

t = index of time periods = 0, 1, k where k 
is the last time interval. 

Given methods for incorporating various attributes 
of function, for measuring their values, and for 
incorporating the prognoses, we believe this form- 
ulation realistically incorporates the critical 
features of what society means by health [Patrick, 
et. al., 1972a]. From this conceptual definition, 
we shall derive formulae for quantifying the func- 
tion and health status of a community that can be 
made operational with current data collection and 
value measurement techniques. 

2.2 Operational Definition of Function Levels and 
Value Measurement 

Using items from the Health Interview Survey of 
the National Center for Health Statistics, the 

Survey of the Disabled of the Social Security Ad- 
ministration, and several rehabilitation scales 
and ongoing community health surveys, we construct 
ed three scales with mutually exclusive and col- 
lectively exhaustive steps to describe function 
status (Table 1). These different scales largely 



cover the spectrum of objective disturbances that 
diseases and disabilities can cause in role per- 
formance. Changes in these factors can occur not 
only because of physical disabilities, but also 
because of symptoms, sensory disturbances, mental 
retardation, and mental illness. These distur- 
bances were summarized in an independent set of 
42 symptom /problem complexes. 

Combining different steps of the norms for social 
activity, mobility, and physical activity, and 
omitting rare or impossible combinations, 31 lev- 
els of function were created that can be used to 
describe the function status of an individual or 

TABLE 1. SCALES AND DEFINITIONS FOR THE 
CLASSIFICATION OF FUNCTION LEVELS* 

SOCIAL ACTIVITY 

A Performed major and other activities 

B Performed major activity but limited in other 
activities 

C Performed major activity with limitations 

D Did not perform major activity but performed 
self -care activities 

E Required assistance with self -care activities 

MOBILITY SCALE 

A Travelled freely 

B Travelled with difficulty 

C In house 

D In hospital 

E In special unit 

PHYSICAL ACTIVITY SCALE 

A Walked freely 

B Walked with limitations 

C Moved independently in wheelchair 

D In bed or chair 

* 
Definitions and sources of scale items available 
from the authors. 

a population. Members of a population may fall 
in a particular level for a variety of reasons, 
all having in common the defining features of 
that level. A matrix bounded by the function 
levels, 5 age groups, and symptom /problem com- 
plexes generates a universe of function status 
descriptions, as follows: 

Age 40 -64. 

Walked with limitations. 

In hospital. 

Did not perform major activity but performed 
self -care activities. 

Had burn over large areas of face, body, or 
extremities. 
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Using a probability sample of such case descrip- 
tions to represent the function status universe, 
we have undertaken a series of studies to find 
optimum methods for measuring the social values or 
preferences associated with tiie function levels. 
Examples were derived from the rating of the 400 
case descriptions by 62 graduate students and 
nurses using the method of equal- appearing inter- 
vals. 

We have also compared the validity and reliability 
of category rating, magnitude estimation, and 
equivalence across different orders of method pre- 
sentation, across individual and group testing 
situations, and across students and health leaders 
[Patrick, et. al., 1972b]. The results of the 
study indicate the feasibility of measuring levels 
of well -being that constitute a unidimensional, 
equal -interval preference continuum. The invar- 
iance of the values assigned to the function stat- 
us conditions across the different judge groups 
provides evidence for the validity and reliability 
of the measurement methods. Along with this study, 
progress in the development of social value meas- 
urement techniques generally [Coombs, 1964; 
Stevens, 1966; Sellin and Wolfgang, 1964; Bock and 
Jones, 1968; Anderson, 1972) indicates that the 
previously immeasurable value dimension of health 
may be integrated into an empirically verifiable 
social indicator. 

2.3 Function Status Index 

Given a valid set of social values and the distri- 
bution of the population among the set of function 
levels from appropriate surveys, the distribution 
can be weighted by the values to summarize the 
function status of the population at a point in 
time in the Function Status Index. 

Algebraically, the Function Status Index (F) is 

expressed as: 

EN. F. 

F- N where <F <1 and 

N = total number of persons in a population 

N. = number of persons in function level j Nj 

F. = weight or social preference for function 
level j 

j = index for the function level = 0, 1, 2, 

30. 

Table 2 illustrates a simple calculation of the 
function status index for a population at a given 
point in time. 

If every member of the population were at the 
level of optimum function, then the function 
status index for the population would be 1.000. 

Data from health surveys can be used to determine 
the function level distribution of a population. 
Then the FSI, an index that integrates prevalence 
data on disability levels of different social 
values, would have several advantages: (1) it 
gives a concise summary of the current level of 
physical and mental well -being in a community; 
(2) it is sensitive since multiple function levels 
are defined; (3) the data is observable and can be 
easily reproduced without spefial medical knowledge 



or memory; (4) each respondent is classified into 
one and only one level between death and well- 

being; (5) longitudinal studies of the same popu- 
lation can be used to construct time series; 
(6) different populations can be compared cross - 
sectionally (7) the Index can be disaggregated 
into component parts by subdividing the popula- 
tion to study different distributions, causes of 
dysfunction, or possibilities for intervention; 
(8) it can be related to respondent reportable 
causes of dysfunction (arthritis, shortness of 
breath, etc.) and to medical diagnosis by auxilary 
surveys; (9) mechanisms already exist in the Na- 
tional Health Survey for new data collection; 
and (10) treatment and control groups can be mon- 
itored over time with the FSI in evaluative re- 
search studies to determine if changes in function 
status are attributable to the program. 

TABLE 2. ILLUSTRATIVE DISTRIBUTION OF PERSONS 
AMONG DIFFERENT FUNCTION LEVELS AND COMPUTATION 

OF THE FUNCTION STATUS INDEX 

Number Function 

Function of Level 

Level Persons Values 

(Ni) (Fj) 

EF 

30 95,000 1.00 95,000 

27 3,000 .69 2,070 9Ó6b 
17 1,000 .59 590 

F= .9807 

10 700 .44 308 

2 300 .34 102 

Total 100,000( =N) 98,070(= 

While the FSI provides a more clear -cut outcome 
indicator for evaluative research and makes it 

possible to integrate data on different function 

levels, it does little to resolve the difficult 
problems of research design that remain essential 
for establishing causal relations. Clearly the 
level of the FSI as a social indicator is affected 
by many intervening variables, and these must be 
disentangled in the usual ways, primarily by de- 
composing the indicator to isolate the contribut- 
ing factors to the change, by establishing global 

correlations with other indicators (such as in- 

come, crowding, or housing quality) over long 
periods of time with many different populations, 
and by performing specific studies to choose 
among competing hypotheses. 

For all its advantages, the FSI is an incomplete 
indicator, since it does not include the prognoses 
inherent in our concept of health and may be mis- 

leading about the overall health status of the 

community. For example, an increase in the mor- 

tality from function levels with low values would 

cause the FSI of the remaining living population 
to rise; on the other hand, an increased probab- 
ility of survival in the same low levels would 
cause the FSI to fall. 

Even among the living population, existing changes 
in transition probabilities may not be reflected 
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in the population distribution among the function 
levels and the FSI for many time periods, perhaps 
several decades. This delay in the response of 
the FSI, despite changes that have already occured, 
may obscure both the magnitude and the direction 
of the change in health status. Although Sulli- 
van's index avoids the paradoxical influence of 
mortality (and we could so supplement the FSI), 
the lag problem, common to practically all social 
indicators, is inherent in his use of currently 
observed distribution vectors. For a realistic 
view of the health of the population, we require a 
more sensitive, comprehensive, and dynamic indica- 
tor, an indicator that detects the changes current- 
ly in process. 

3.0 VALUE ADJUSTED LIFE EXPECTANCY 

3.1 Prognosis and Function Level Expectancy 

In addition to function status, the concept of 
health incorporates prognosis, or the expected 
movement from one level to other levels over sub -. 
sequent time intervals. This movement can be des- 
cribed as a probabilistic process, where the trans- 
ition probabilities are the prognoses. The mortal- 
ity rate is the probability of moving to death 
from any higher level. 

We have used the medical term "prognosis" since it 
connotes the health -related meaning of the trans- 
itions among the function levels and disease states. 

From the definition of health status above, it is 
not the momentary level of function, but the out- 
look for the future that primarily determines what 
medical specialists and the public mean by "health' 
status. Diseases are "serious" or "not serious" 
depending on the associated probability of severe 
impairment or death, sometimes without much regard 
for the immediate comfort of the patient. 

Like the mortality rate, the transitions among the 
other function levels should be determined empir- 
ically by population monitoring. If the transi- 
tions occuring within the memory span obtained on 
a single interview are not adequate for the compu- 
tations, then interviews of the same sample will 
be required on at least two occasions to obtain 
reliable data. A few questions added to panel 
studies such as those of the Current Population 
Survey, would be more than adequate to produce the 
data without substantial new effort. From such 
data, transition rates among all the function lev- 
els can be computed and integrated with the mor- 
tality rate for each age and demographic subgroup. 

These prognoses determine the time to be spent in 
each function level, or the function level expec- 
tancy. Analogous to life expectancy, tables can 
be constructed for populations with given demo- 
graphic characteristics (modules) to determine the 
life time expected duration each of the func- 
tion levels. Function level expectancy is nothing 
more than the distribution of the life expectancy 
among the various function levels. Also, like the 
current life table, or more properly, the mortal- 
ity experience table, the function level expectan- 
cy is not a projection, but a convenient summary 
statistic of actual data that treats the current 
transitions as if they were persistent over the 
life of a synthetic cohort. 



This strategy permits us to define a series of 
function level expectancies that, like the life 
table, are independent of the age structure of the 
population described and facilitates population 
comparisons. In the model of function level ex- 

pectancy outlined here, population subgroups can 
be defined by any relevant demographic or disease 
characteristics for which data are available, 
including mental health. 

We believe that the controversy over positive 
versus negative measures of health rests partly 
on the confusion between prognosis and level of 
function. For many years, some groups have argued 
that positive mental health is not simply the ab- 
sence of disease or symptoms, but the possession 
of certain attributes associated with high func- 
tion level expectancies, and that only a subset 
of the total population enjoys such "positive" 

health. 

We believe that subgroups can be reliably defined 
that possess not only physical attributes, but 

also personality characteristics, that are associ- 
ated with longer expectancies in high levels of 

function. Such population groups would indeed 
have a higher value- adjusted life expectancy as 

computed below. The terms "positive" and "nega- 
tive" in which the controversy has been couched 
cannot be given mathematical specificity and 
should be superseded by the more precise and 
flexible terminology of prognoses, transition 
probabilities, and function level expectancies, 
where the function levels are defined to include 
the presence or absence of anxiety, depression, 
and other emotional disturbances. 

Many concepts and methods developed in the life 

table are relevant in the construction of a func- 
tion level expectancy table. Because of the mul- 
tiple levels involved, however, the process is 

more complicated than the usual multiple decrement 
table, and resort to a refined stochastic model 
may be necessary. Essentially, the life table 
constitutes a synthesis of many Markov processes 
with a separate matrix applied to each age group. 

We may define as many levels or states as we find 
useful and can reliably distinguish. As outlined 
previously, we now identify 30 levels, but these 
should be consolidated into a shorter list on the 
basis of further value studies. Since Markovian 
states will be defined by additional criteria in 

further computations, we shall regularly refer to 
this basic list as function "levels" rather than 
as states. 

If we standardize the age intervals as, say, one 

year, and define each Markovian state by both age 
group and function level characteristics, we can 
construct a grand matrix that will encompass all 
the age specific transition matrices. As an 

illustration, we may specify four function levels: 
A = well, B = non -bed disability, C = bed disa- 
bility, D = death. A person in age group 1 in 

disability level A will be denoted as Al, etc. 
Thus formulated, transfers would occur only from 
one age group to the next age group. The trans- 
ition matrix would appear as follows: 
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Al 

B1 

Cl 

D1 

A2 

B2 

C2 

D2 

Al 

o 

o 

o 

o 

o 

o 

o 

B1 
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o 

o 

o 

o 

o 

o 
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o 

o 

o 

o 

o 
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o 

o 
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o 

o 

o 

o 
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X 

X 

X 

o 

o 

o 

o 

o 

B2 

X 

X 

X 

o 

o 

o 

o 

o 

C2 

X 

X 

X 

o 

o 

o 

o 

o 

D2 

X 

X 

X 

o 

o 

o 

o 

X represents the transition probability with 

0 < X < 1. Persons remain identified in the death 

state by age permitting us to integrate morbidity 
with mortality. The process under this formula- 

tion becomes a Markov chain. 

A realistic and sensitive index of health status 
requires that we determine the Pij, i.e., the 

transition rates among all the Markov states joint 
ly defined by function level and age group. We 
must ascertain where each respondent has trans- 
ferred from, or follow him to determine where he 
transfers to, in order to complete each cell of 
the transition matrix. This matrix gives us know- 

ledge of the process that is currently operating. 

Moreover, the equilibrium distribution vector Y 
* 

, 

that is expected from continued operation of the 
Pij, gives a unique and superior indication of 

health status over single distribution vectors ob- 

served at arbitrary points in time. Even a drastic 

change in might not have its full effect for 
many time intervals, and we cannot know whether 

the observed distribution vector at a given point 

(as in Sullivan's model) represents the equilib- 
rium distribution or not. 

In fact, the observed vector might be quite differ- 

ent from Y *, especially if the process is in its 

early phase of development. An indicator based on 
current distribution vectors is insensitive to 
changes that are already emerging under the opera- 
tion of Pij. The equilibrium distribution vector 
of the matrix Pit is analogous to the stable popu- 

lation of the life table, since it points to the 

steady state of the process if the transition pro- 
babilities persist. But the matrix specified 
earlier does not have the properties required to 

produce the equilibrium distribution that can be 
interpreted as the expected duration of stay in 
each of the Markovian states. 

To converge to an equilibrium vector when raised 

to successively higher powers, a stationary trans- 
ition matrix must be irreducible and aperiodic 
[Hillier and Lieberman, 1968; Parzen, 1962]. A 
matrix is irreducible if and only if all states 
communicate with each other, i.e., any state can 

be reached from any other state. An irreducible 

chain may not converge to a unique equilibrium 
distribution unless at least one of the states in 

the system is aperiodic. An arbitrary state is 

said to have period s (s >1) if Pij = 0 whenever t 



is not divisible by s and s is the smallest inte- 
ger having this property. If a state can be en- 

tered only at time intervals 0, 2, 4, ..., then 
that state has a period of 2. On the other hand, 
if a state can be entered for two successive time 
intervals, then that state has a period of 1 and 
is aperiodic. If any state in a set is aperi- 

odic, then all states in the set will be aperiod- 
ic and the matrix derived from the set will be 

aperiodic [Bush, et. al., 1971]. 

To assure the irreducibility and the aperiodicity 
of the chain, we can artificially create a reser- 
voir state (So) that is analogous to the assump- 
tion of a constantly renewed population in life 
table construction. If we assume a dummy entry 
rate from the reservoir state to the initial 

state A0, and if, at the end of the last age in- 

terval, every member is transferred back to the 
reservoir state, then we can treat the problem of 
entry and exit under a closed system. In this 
way, all the states will communicate with a per- 
iodicity of 1. Since the reservoir state is a 
dummy device, it can be deleted from the equil- 
ibrium vector. The transition matrix would now 
appear as follows: 

vector of = = [.72413 .04985 

.02134 .20468]. Since we used a total of 9 ten - 
year age intervals, the total of age intervals I 

90 years. The equilibrium function level expec- 
tancies are computed as follows: 

Y* = 90 [.72413 .04985 .02134 .20468] 

[65.17 4.49 1.92 18.42] 

Subtracting the 18.42 years duration in the death 
states, we obtain the life expectancy: 

* * * 
YA + YB + = 65.17 + 4.49 + 1.92 

= 71.58 (years). 

As indicated earlier, this equilibrium distribu- 
tion vector Y* is a unique summary of the process 
represented by the current transition matrices and 
provides a statistically reproducible estimate of 
the function level expectancies required for com- 
puting the Value- Adjusted Life Expectancy (Q *). 

An index based on Y 
* 
will detect changes in health 

status that are ignored in the life table. Given 
the same mortality, different rates of transfer 
among levels A, B, and C represent significant dif- 

ferences in health status. In the life 
table, all such changes are disregard- 
ed. In fact, even small changes in 

rates for a single age group will 
the equilibrium distribution vector. 

AO Al B1 C1 D1 A2 B2 C2 D2 . . . An-1 
Dn-1 

X 0 0 0 0 0 

0 

0 

0 

0... 
0... 

A1 0 0 0 0 0 ...0 
B1 0 0 0 0 0 ...0 

0 0 0 0 0 X... 
D1 0 0 0 0 0 0 0 0 0 1...0 
A2 0 0 0 0 0 0 0 0 0 0 ...0 
B2 0 0 0 0 0 0 0... 0 
C2 0 0 0 0 0 0 0 0 0 0 ...0 
D2 0 0 0 0 0 0 0 0 0 0 ...0 

An-1 
0 0 0 0 0 0 0 0 0 0 ...0 0 

Bn-1 
0 0 0 0 0 0 0 0 0 0 ...0 0 

Cn-1 
0 0 0 0 0 0 0 0 0 0 ...0 0 

Dn-1 
0 0 0 0 0 0 0 0 0 0 ...0 0 

Dn 

where 

1 0 0 0 ...0 0 

= reservoir state 

A 
0 

entry state of the system 

n -1 = last age interval 

As an illustration, we constructed a grand trans- 
ition matrix from the mortality rate and hypo- 
thetical transition rates among the other levels. 
We computed the equilibrium distribution vector 
by raising the power of the matrix, deleted the 
dummy states S0, A0, and Dn, and aggregated the 
proportions for the function levels A, B, C, and 
D offer the age intervals to yield an equilibrium 

0 
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0 
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o 
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o 

o 

0 1 

0 1 

0 1 

0 1 

0 0 
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Our notion of function level expectan- 
cies is similar to Sullivan's expected 
disability and disability free years. 
The disability and disability free 
states correspond roughly to our func- 
tion levels. But Sullivan's computa- 
tion of the disability expectations 
are not derived from the transition 
matrices, Pij, carried to equilibrium; 
they are cumulated across all the age 
groups from currently observed distri- 
bution vectors, wj, from household and 
institutional surveys. 

Thus, Sullivan's disability and disa- 
bility free life expectancies may be 
different from the equilibrium distri- 
bution of Yi. For instance, from our 
hypothetical data, if the distributions 
were observed at the 8th period, the 
resulting estimate of the function 
level expectancy under Sullivan's 
model would be [70.654 4.023 1.650]. 
This distribution vector is different 
from the long -run equilibrium distri- 
bution, and gives no indication of the 

TABLE 3. FUNCTION LEVEL EXPECTANCIES CONSTRUCTED 
FROM NATIONAL DATA [SULLIVAN, 1971] 

Function Level 

Li 

Function Level 
Expectancies 

Yj 

Disability free 

Non -Bed Disability 

Bed Disability 

Live Expectancy 

64.9 

3.3 

2.0 

70.0 (years). 



direction or magnitude of the changes already in 

process. The advantage of Sullivan's index is 

that it can be computed using currently available 

data, and it intuitively provides an estimate of 

the Y. in our framework, as illustrated in Table 4. 

3.2 Value- Adjusted Life Expectancy and the Health 

Status Index 

By applying the function weights to the function 

level expectancies, we obtain the value- adjusted 

life expectancy. This can be accomplished with 

a standardized set of weights by the operation 

Q* = where 

* 
Q = the value- adjusted life expectancy. 

Table 5 illustrates the computation by applying a 

set of values to the previously computed distri- 

bution vector. 

TABLE 5. ILLUSTRATIVE COMPUTATION OF VALUE - 

ADJUSTED LIFE EXPECTANCY 

Function Level 
Expectancies 

65.17 

4.49 

1.92 

Function Level 
Values 

F. 

1.00 

.59 

.34 

65.17 

2.65 

.65 

Value- Adjusted Life Expectancy (Q *) 68.47 

The value- adjusted life expectancy (Q *) may be 
regarded as the equivalent of expected dysfunc- 
tion free years of life or the expected quality 
adjusted years of life. This value- adjusted life 
expectancy can be used as a health indicator for 
comparing: (1) population groups of all ages 
cross -sectionally, (2) the health status of the 
same population over time. For example, Q* for 
the U.S. resident in 1970 might be = 68.000 

years, whereas the same figure for 1960 might 
have been Q60 = 67.527 years; the difference 

would be a precise composite expression for the 
total change in the population's health status. 
Even better than the Function Status Index, Q* 
could be monitored over time as a social indica- 
tor that incorporates the dynamic aspects of 
health status, and could be correlated with other 
social indicators for social systems models and 
analyses. 

* 
For most purposes, Q is the best indicator of 
the health status of total populations. Since it 
is constructed from the same types of data and 
values as the Function Status Index (F), it has 
all the previously outlined uses and advantages. 
But Q* remedies the major difficiency of the FSI 
and Sullivan's expectation of disability free 
life; it reflects immediately changes in prog- 
noses, and yet is observable without medical 
diagnosis. It also corrects the insensitivity 
of current life expectancy measures, since it 

integrates multiple levels of function with mor- 
tality and is not subject to paradoxical change 
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as other morbidity indicators have been. Further- 
more, Q* may be computed for age- specific compar- 
isons. 

Q is transformed to the -1 scale by the ratio to 
the sum of the remaining time intervals during 
which transitions might occur. If this standard 
life (S) is defined as 100 years, then at birth 
(Age 0) health status is the decimal transform of 
Q, as follows: 

EF.Y. 
68.47 

H EY. S -A 100-0 
6847 

As age increases, however, H becomes increasingly 
sensitive to incremental changes, and it is not 
clear that these changes correspond to any clear 
interpretation of health status. Using the age - 
specific life expectancy in the denominator does 
not completely resolve the problem. Further study 
may permit us to devise a more meaningful ratio 
for comparisons between age groups. 

The value- adjusted life expectancy is not very 
helpful in evaluation research, since cohorts 
under various treatments can rarely be followed 
over their life expectancy. Where the Markovian 
states are also defined by disease forms, however, 
the total disease history may be synthesized from 
currently observed transitions in a further expan- 
sion of the stochastic process outlined above 
[Bush, et. al., 1971]. 

* 
A major advantage of Q is that it combines mor- 
bidity with mortality in a single number that is 
independent of both age and medical diagnoses. It 

can be determined using currently available survey 
and value measurement techniques, and replicated 
from year to year and from one population to 
another. Although more complex models may be 
possible, the discrete Markov model captures the 
important transitions of the life table for all 
the function levels, permits us to incorporate a 

standardized set of social values, and summarizes 
them in a unique scalar value for time series and 
cross -sectional comparisons, the major function of 
a social indicator. 

3.3 Health Planning and Program Analyses 

An ideal social indicator should be useful not 
only for monitoring but also for social decision - 
making. One of the most powerful uses of Q comes 
in planning and program analysis, where we project 
the probable impact of our policies on health 
status. It is the pot2ntial or expected differ- 

ence in the value of Q , with and without the pro- 
gram, that drives the health system, and makes 

society willing to allocate resources to health 
services. 

The output (value or benefit) of a health program 
can be defined as the increment of value- adjusted 
years of life (SQ) added to a target population by 
the program's intervention (Fig. 2). Different 
subgroups of the target population are affected 
differently by interventions. To accurately des- 
cribe the different effects, we must disaggregate 
the target population into modules, that is, into 
subgroups that are homogenous with respect to prog- 
noses and expected function status. The average 
value of treating the members of a particular 



module, m, is given by the difference in their 
expected value -adjusted years of life with and 
without the treatment (vm = 

The total output of an entire program is the sum 
of the outputs of the individual modules, a linear 
function of the numbers of persons serviced, a 

function that can be maximized across multiple 
disease and population subgroups, as follows: 

V = + v2n2 vmnm where 

V = total program output 

vm = = mean value of treating a member of 
module m 

vm = number of persons serviced in module m 

z = index of the final module. 

With the appropriate estimates of vm, this model 
directly relates activity data about the numbers 
of patients treated to a meaningful output estim- 
ate, and provides a number with the required 
mathematical properties for use in cost /effective- 
ness and mathematical programming models. It is 

also amenable to relating resource inputs for 
defined services to a measure of output through 
production functions where the treatment of nm is 
a function of the numbers of physicians, nurses, 
other technical personnel, drugs, laboratory 
equipment, space, and resources consumed. 

The fact that the same basic concepts can be used 
both as a social indicator and as a planning 
model means that we can quantitatively analyze 
the contribution of one health program to the 
social indicator (Q *) through its target popula- 
tion. Although we can never assert definitively 
that an observed change in Q* for a population is 
entirely due to a particular program, we can in- 
vestigate quantitatively the probable effects of 
the program to see if they could account for the 
change. Similarly, we can examine other possible 
causes of the change, such as demographic shifts. 
An examination of the precise number and composi- 
tion of the program target populations, their 
expected health status without a program, and the 
time lag before the treatments take effect, make 
immediately evident why the effects of most 
health programs are not detectable in most social 
indicators for health. 

From a theoretical standpoint, it should be possi- 
ble to construct a macromodel of the health sys- 
tem using the concepts of health output described 
here. Overlaps in programs would be handled by 
creating new cells for the intersections of two 
or more target groups. Certainly it would be 
informative to examine the effects of eradicating 
various categories of diseases both on the expect- 
ed value- adjusted years of life and on resource 
utilization. An analytical framework that con- 
nects a comprehensive social indicator for health 
status with a production function for health 
services will make it possible to examine such 
questions in detail. 

CONCLUSION 

We have proposed a Function Status Index (F) that 
could be constructed using current data collec- 
tion mechanisms and feasible value studies that 
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would significantly augment our knowledge of the 
level of well -being of the population and facilit- 
ate cross -sectional and time series comparisons. 

The Value -Adjusted Life Expectancy (Q *) would give 

a reasonable approximation of an ideal health 
status index, but would require collecting new 
kinds of data on the function level transitions 

on a community or nation wide basis. Such data 
would be transformed into a single comprehensive 
index of physical and mental health status that 

incorporates both its value and prognostic dimen- 

sions. Such an index would be constructed from 
empirically determined components that would be 

replicable over time and among different popula- 

tion groups. In addition, the model provides 

criteria for evaluative research and an analytical 

framework for estimating the output and contribu- 
tion of health programs to the health status of 
the population. We believe that methodological 
research should be intensified to make this meas- 
ure a practical social indicator for health. 
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AN APPROACH TO CONCEPTUALIZING THE LEVEL OF 

COMMUNITY HEALTH 

Monroe Lerner 

The Johns Hopkins University 

I- Introduction 

Apparently by common consent, the "old" 
ways of measuring health appear to be strongly 
in need of re- examination today, largely because 
of changing social conditions and ecause many 
of the formerly most "salient" health problems 
have to some considerable extent been dealt with. 
In this context the "old" ways included the use 
of mortality rates and a variant of these rates, 
life expectancy, and more particularly infant 
mortality rates, as indicators of the total health 
of some sort of a population aggregate, e.g., a 
"community ". 

While the shortcomings of mortality rates in 
whatever form as indicators of health were widely 
recognized, use of these indicators did have at 
least two virtues: 1. Mortality statistics were 
relatively readily and widely available, largely 
because they were collected as a by- product of 
death registration, a necessary procedure in a 
well -ordered society, especially a Western in- 
dustrial society; and 2. In fact "high" mortality 
rates, i.e., large numbers of "premature" deaths, 
were widely recognized as the "most important" 
health problems of the day, in the sense that it 
may have appeared to many that these high rates 
could be reduced, if only because mortality rates 
were substantially lower in more affluent popu- 
lation groups and /or in groups where public 
health measures, as symbolized by pure water and 
sanitation, had been introduced and were being 
efficiently carried out. In addition, morbidity 
and impairments must have been highly correlated 
with mortality, so that in fact mortality may 
have been a good indicator of the total spectrum 
of health as it was defined at that time. 

Later, during the second third of the 20th 
Century and as mortality was at first gradually 
and later rapidly reduced to levels even sub- 
stantially lower than those prevailing at the 
beginning of the century, the morbidity and im- 
pairment components of health began to come to 
the fore. This was the time when chronic illness 
became a recognizable entity in its own right and 
when it was recognized that advances of medicine 
and surgery in prolonging life often resulted in 
the creation of large numbers of chronically ill 
and impaired individuals who had many years of 
life before them. At this point the correlation 
of mortality rates with morbidity and impairment 
rates was probably substantially lowered and, in 
addition and perhaps simultaneously, premature 
mortality did in fact become a less important 
problem than it previously had been. 

However, measurement of morbidity and im- 
pairment is far more complicated and difficult 
than the measurement of mortality, largely be- 
cause death is a unique, clearly- defined event 
while often the former is not. Also, morbidity 
and impairment often have social and emotional, 
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as well as bio- physical, antecedents, and this 
adds an element of complexity to the measurement 
process. Morbidity and impairment have several 
dimensions- -e.g., duration, intensity, the se- 
verity of the resulting disability, etc. - -which 
complicate the measurement process no end. In 

addition, the most difficult problem is to devise 
means of combining mortality with morbidity and 
impairment into a single index, and to do this in 
a manner which is other than purely arbitrary. 

If these problems were not enough, further 
and more complicated problems have developed to- 
day, and to find the solutions to these problems 
is very much on the present agenda. Thus mor- 
bidity and impairment are today more than ever 
recognized as encompassing a number of "socio- 
medical" conditions, i.e., conditions which may 
be as much "social" as "medical" pathologies, 
often including some elements of both in some 
kind of a mix, e.g., drug addiction and other 
forms of drug abuse, alcoholism, sexual pathology, 

etc. In this sense both morbidity and impairment 
may be thought of as part of that elusive concept, 
the "quality of life ", a condition which is evi- 
dently unmeasurable and perhaps even undefinable. 
An even greater complication which appears in 
this context is that "socio- medical" conditions 
often involve a moral dimension, i.e., we are not 
sure whether to designate people who are afflict- 
ed with these conditions as ill or as merely im- 
moral rather than ill. 

The World Health Organization some years ago 
took what, in retrospect, appears to be a "giant 
step" in the right direction when it defined 
health as not merely the absence of disease, but 
rather as a state of complete physical, mental, 
and social well -being. While the moral dimension 
is not mentioned here, this definition has the 
merit of at least pointing to the artificiality 
of the distinctions among the physical, mental, 

and social dimensions of health. Thus we come 
full circle. In an earlier day, before extensive 
specialization of occupations and the correspond- 
ing division of labor, the "medicine man" or 
"witch doctor" of preliterate communities treated 
the "whole man" for all of his ailments, whether 
physical, emotional, social, moral, or some com- 
bination of all of these. Subsequently, as 

society developed its "helping professions ", men 
were, at least for purposes of treatment, fragment- 
ed, split into separate components of being in 
perhaps a very unreal manner, since the human 
being remained a whole human being. Today, at a 

time of great looseness in societal structure, 
and in the face of breakdown in many formerly 
potent social controls, we must define health in 
these earlier terms, even taking the WHO defi- 
nition several steps further. This should be done 
despite the very obvious difficulties in operation- 



alizing these concepts and devising an "index" of 
health, one which will consist of all of these 
components combined into some sort of a valid 
mixture. 

II -Some Theoretical Considerations and 
Issues in the Development of a Definition 

The approach taken here is this: Health 
must be thought of as a qualitative, multi-di- 
mensional characteristic, one which must be in- 
ferred since it cannot be observed or measured 
directly. The problem, which both manifests it- 
self and must be solved at several levels, is: 

What are the components of this multi -dimensional 
characteristic, and how many levels do these com- 
ponents have? Given the fact that there are 
several levels (a statement to be explained short- 
ly), how can the components at each of these 
levels be treated as indicators and put together 
into a mix, or index, i.e., how to assign weights, 
which are not purely arbitrary, among the com- 
ponents at the various levels? These weights 

should have some theoretical relevance, or under- 
pinning, yet permit the index which is to be de- 
veloped to be operational in character. 

The first level (either of analysis or health) 
is this: Man as a species consists of men as indi- 
viduals who, although individuals, nevertheless 
live in groups of various kinds and sizes, and 
these groups are crucial, in various degree, to 
the existence of man. Thus the starting point is, 
or must be, man as an individual. Man as an indi- 
vidual is a biological organism, characterized by 
life and therefore having a beginning and an end. 
The sheer duration or quantity of life can readily 
and easily be counted along the dimension of time; 
this poses no really formidable conceptual problem. 
However, this uni- dimensional characteristic, the 
quantity or duration of life, must be thought of 
as a pre -condition for health rather than as a 
component of it; considering man as an individual, 
biological organism, it is a necessary although 
not a sufficient condition for health. The ap- 

proach taken here, following the WHO definition, 
is that health should be defined in terms of the 
quality and quantity of life, rather than merely 
in terms of its quantity. Further, the quantity 
of life cannot be readily and easily combined in- 
to an index of health with various components of 
the quality of life. This is precisely the point 
at which all index construction, at least up until 
now, has foundered. 

Before turning to this, however, several 
points should be made: 

1. Even though the quantity of life can 
readily be measured on a uni- dimensional conti- 
uum along an axis of time, and therefore ob- 
jectively each unit has the same weight (as is 

the case on an interval scale), subjectively 
human beings attribute different weights to vari- 
ous points along that continuum, i.e., life at 
different ages or at its various stages appears 
to have a different "meaning ", and therefore a 
different value or "weight "; further, that mean- 
ing, value, or weight varies according to cultural 
factors and value -systems, and probably, there- 
fore should be considered as "socially" defined. 
We informally weight it differently in different 
historical settings and times. Thus even tune as 
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the dimension along which duration of life is 
measured is not as uni- dimensional as it in- 

itially appeared to be. Perhaps it is best treat- 
ed as a qualitative rather than as a quantitative 
variable. One implication of accepting this 
statement is that no single index of health will 
be applicable at all times and places, or even 
for different segments of a population in the 
same society. 

2. We may be able to avoid this difficulty, 
at least when considering the health of groups 
or population aggregates of various sorts, by as- 
suming that on a statistical basis, i.e., where 
comparisons of populations are involved, mortali- 
ty rates at various ages will be highly correlat- 
ed with one another and with overall (age- adjust- 
ed) mortality rates and /or life expectancy. A 

possible exception to this assumption may be the 
"saving" of "high- risk" or "impaired" lives dur- 

ing infancy and the younger years, a widespread 
consequence of improved modern medical technology, 
with a resulting carrying over of these lives to 
the middle years, where even modern medicine can 
no longer (as yet) assure their survivorship. 
The strength of the overall correlation is a 
matter which could be determined by empirical re- 
search. 

3. The "health status" of an individual at 
any given moment of life should also presumably 
be measured by an "index" of some sort. However, 

for an individual this index should clearly not 
contain a mortality component, except perhaps a 
prognostication, e.g., at his present stage of 
vitality (or health ?), how many years of life can 
this individual expect, or how many is he likely 
to have remaining to him? This seems to be some- 
thing along actuarial lines of a life table for 

"impaired" lives. A prognostication of this type 
should perhaps be thought of as a "proxy" indi- 

cator of health status, or of some index of health 
status, rather than as the actual component of an 
index. 

4. Even if we consider the quantity of life 
in simple, objective terms as uni- dimensional, 
can we assume it to be highly correlated with the 
various components of the quality of life (how- 

ever we define those)? This also is a matter for 
empirical investigation. 

How deal with, i.e., define and measure, the 
quality of life? Even the concept of "disability - 
free days" doesn't do this adequately, except at 
the grossest level. That is, it addresses merely 
the performance of major social roles in dichoto- 
mous terms- -yes or no. (Even here, as Parsons 
and Sullivan say, we have no adequate delineation 
of roles for the aged.) The subjective aspect of 
the performance of roles --their meaning and /or 

satisfaction to the individual and the manner in 
which they are performed --is omitted. 

Perhaps this concept -- quality of life --can 
be understood in the following terms: The indi- 
vidual is a biological, social, moral, and "e- 
motional" being. (The WHO definition which had 
included "social well -being" as part of health 
had in fact begun to approach this idea, but it 
was never operationalized.) Thus health must be 
considered as having at least these four com- 
ponents, all related to functioning, and for which 

life is a pre- condition. The assumption must be 



made that, for the individual, any life is 
healthier than no life at all. Thus an indi- 
vidual is healthier without a limb, or with im- 
paired vision, so long as he is alive, than he 
would be if he were dead. The same principle 
holds for a group or population aggregate, i.e., 
anything or anybody or any institution that 
threatens its survivorship is ipso facto unhealthy. 

Perhaps the measurement of "quality of life" 
can be approached from this point of view. The 
quality of life is high where an individual 
"functions" at a high level --where he lives and 
is free of organic impairment or illness, or at 
least disability due to organic impairment or 
illness; where he lives and fulfills his major 
social role obligations satisfactorily according 
to his own values and those of his group (the po- 
tential contradiction between these two is worth 
extended discussion); where he lives and has a 
high moral self- evaluation and also receives a 
high moral evaluation by his group (again the po- 
tential contradiction is worth extended dis- 
cussion); and finally, where he lives and is e- 
motionally healthy. 

Can we have healthy individuals in a sick 
society? Or vice- versa? Yes, I think. However 
health is defined, the health of a group or popu- 
lation aggregate (society, community, etc.) must 
be considered as an emergent phenomenon, more than 
simply the health of the individuals comprising 
the group or aggregate. The group or agggate 
has its own "needs" for suvivorship, i.e., for the 
continuation of its functioning, so that its health 
can be defined in these terms. As regards the 
individual, a "sick" society would impinge on the 
health of the individuals comprising it when it 
provides little in the way of "public health" 
(preventive) measures or facilities for personal 
health; when it sets up expectations for the per- 
formance of major social roles which are impossi- 
ble of fulfillment; when the average score of its 
population is low on a scale of socially defined 
moral approval, again perhaps because the 
standards are impossible of attainment; and when 
the average level of "emotional" health is low. 
Tensions and strains which at the extreme inter- 
fere with the adequate functioning of individuals 
in the society would thus be created. 

Ideally a "tight" society, with a "rigid" 
social structure, is healthiest for the aggregate 
of individuals comprising it. However, a loosely 
structured society might be best for some indi- 
viduals. In these terms there appears to be al- 
most a contradiction between an individual's 
health and the health of the group. 

Essentially a "model" is implicit in these 
statements, something along these lines: A 

"healthy" society (in another context, a "good" 
society) is one which permits the average indi- 
vidual- -once he enters the state of life --to do 
the following: 

1. Live a relatively "long" life. How long 
is long? Perhaps "long" is the best that can be, 
or has been, done for any large population aggre- 
gate, anywhere, in the state of the arts current 
at the moment of measurement. Clearly, a standard 
is implied, and it must be a changing standard as 
the state of the arts improves. This implies an 
upper limit, at least for this component of an 
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index. It assumes that there are individual 
differences among men, that even in the "ideal" 
society, where social conditions are "perfect ", 
length of life will vary among men due to indi- 
vidual differences in innate biological or genetic 
endowment. Also, subjective elements related to 
the socially defined value of life at different 
stages of the life cycle have to be included here. 

2. Live a life relatively free of disability 
(as expressed in behavior rather than in subjective 
"feeling states ") due to "illness" or physical or 
organic "impairment ". Clearly a standard is im- 
plied here also, i.e., the best that can be, or 
has been, done for any large population aggregate, 
anywhere, in the state of the arts current at the 
moment of measurement. Here too individual differ- 
ences and subjective evaluations of the social 
importance of freedom from disability at various- 
stages of the life cycle are relevant also. 

How can we combine these components into an 
index, i.e., what weight can we give to each? 
Very arbitrarily, a healthy society is one in 
which, at an absolute minimum, the number of 
individuals who are born, achieve maturity, and 
reproduce is sufficient to preserve the conti- 
nuity of the most essential cultural components 
of the society from generation to generation. So 
by this definition alone, a definition which empha- 
sizes societal continuity, what happens to people 
during their childhood and reproductive years, 
i.e., whether they survive sufficiently long to 
reproduce, is more important than what happens at 
other stages of their life cycles. However, one 
problem here is that while the upper limit to the 
reproductive period can be fixed for females at 
least within a relatively narrow age -range, this 
is not true at all, or perhaps not as true (i.e., 
there may also be a range, but it may be much 
wider) for males. Another problem is that, at 
least in industrial and post -industrial society, 
with its relatively high degree of control over 
mortality, survivorship through the reproductive 
period is no longer the major problem it once may 
have been. The pendulum has swung all the way 
over to the other side, and the shoe is now on 
the other foot. At this moment it looks as 
though there may be another swing of the pendulum, 
although perhaps of another kind, if fertility de- 
clines to below replacement levels. 

These comments should not be understood as 
implying that zero or negative weight should be 
given in the construction of an index to the com- 
ponents of the index represented by survivorship 
and freedom from disability during the non- repro- 
ductive years. However, they do imply that less 
weight should be given to survivorship and free- 
dom from disability during these stages of life 
than during the reproductive years. 

3. Live a life in which each individual's 
major social role obligations are performed 
'satisfactorily" according to the values of that 
individual and the consensus of values of the 
"groups" to which he relates. Here the word 
"group" must be considered at many levels. For 
example, it may be considered as one's own im- 
mediate reference group -- perhaps coincidental, 
or congruent, with one's primary groups, as the 
term was used by Cooley, one's family (either of 
orientation or procreation or both, either im- 



mediate or extended), one's peers, etc.; it may 
be considered as some combination of the vast 
number of "secondary" groups, again in Cooley's 
sense, which impinge on each individual; or it 
may be considered as the larger community, how- 
ever defined, or society, of which one is a member. 
The individual receives social reinforcement or 
reward from all of these groups, although at vary- 
ing levels of intensity, and the outcome of this 
process has a varying degree of salience or im- 
portance to him; as a consequence, however, they 
are all of some importance to him in terms of his 
self -evaluation (an important element in Jahoda's 
first criterion of emotional health, self -per- 
ception). 

What if the individual disagrees with the 
group, e.g., about the roles that he should play 
or the way in which he should play these roles, 
his life style, etc.? Is there room for the com- 
pletely autonomous individual (in the sense of 
Riesman, Maslow, etc.) in society? Or, should we 
consider only the "adjusted" person (in Riesman's 
sense, adjusted to the social character type pre- 
dominant in the society in which he lives), as 
healthy? More important for present purposes, is 
the autonomous individual healthy or unhealthy? 
My own bias along these lines is that the health- 
iest situation occurs when there is some dis- 
agreement or contradiction between the individual 
and his groups, and when as a consequence there is 
a level of tension along these lines sufficient to 
stimulate in the individual what Jahoda calls 
"positive mental health ", i.e., some kind of a 
"creative" existence which in the end improves 
rather than detracts from the total level of the 
group, however that may be defined. However, this 
means that the disagreement cannot be too great, 
i.e., the disagreements cannot involve too many 
individuals, so that the essential functions of 
the group are not threatened. This returns us to 
our model, mentioned earlier, of the "healthy" 
society which, at an absolute minimum, produces a 

situation sufficient to preserve the continuity 
of the most essential cultural components of the 
society from generation to generation. 

One implication of the preceding statements 
is that societies, like individuals, may have a 
hierarchy of "needs" along the lines elucidated 
by Maslow and which require satisfaction, and that 
these needs may be different at various stages of 
societal and technological development. For so- 
cieties at low levels of technological development 
-- hunting and gathering, pastoral, etc. --the most 
important requirements or needs are those of sheer 
survival, as indicated earlier; later this be- 
comes less important, paralleling the situation 
in which mere subsistence, since it represents a 
problem essentially "solved ", becomes less im- 
portant to the individual. To take this a step 
further, this means that although we can, perhaps, 
devise an index of health which will have uni- 
versal applicability to all societies at all stages 
of historical development, everywhere, in the sense 
that for each of these it will contain the same set 
of components, the relative weights accorded to 
each component must vary in accordance with the 
"problems" or "challenges" (in Toynbee's terms) 
facing that society at a given "moment" (a histori- 
cal era, or epoch) in time and the extent to which 
any society has ever solved these problems or met 
these challenges. The same reasoning is applicable 
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to an individual, in society, with regard to con- 
structing an index of health status. The com- 
ponents must be the same for everyone, but the 
weights given to each component must vary ac- 
cording to the problems facing that individual and 
the best that any individual, in similar circum- 
stances, has done in solving those problems. The 

same reasoning is also applicable to the con- 
struction of an index of health levels for popu- 
lation aggregates of various types. Again, the 
components must be identical, but the weights ac- 
corded these components must vary in accordance 
with the nature of the challenge to the aggre- 
gate and the "best" responses that have been made. 

Now the problem of combination of components 
into an index is once again far more complicated 
than it was when this problem was confronted in 
the earlier phase or our discussion. We now have 
to suggest ways in which to combine survivorship 
and freedom from disability, considered as indi- 
vidual components of an index of health, with 
still another component, satisfactory role per- 
formance. To reiterate, the society requires at 
least a minimum level of satisfactory role per- 
formance, while for each individual, role per- 
formance which is satisfactory in both the indi- 
vidual's and his various groups' terms pre- 
sumably results (or there is at least a correla- 
tion) in a satisfactory self -evaluation on the 
part of the individual. What numeric weights can 
we give to each component? 

is what I suggest that we do, at least 

thus far: From the point of view of constructing 
an index of health levels for an aggregate, we 

start with the concept "expectation of disability - 

free years of life" or "disability -free survivor- 
ship" along the lines of suggestions made by 
Sanders and Sullivan. However, we have to modify 
this: in several ways: 

1. The expectation of years of disability - 
free survivorship at each age has to be summed 
for all ages, however with different weights to 
be given to the figures at each age. For example, 

the weights would be highest under 50 for females, 
perhaps under 65 for males, with the weights taper- 
ing off at older ages. The figure to be included 
in an index of health status of an individual 
could also be approached from this point of view: 

A prognosis could be made for the expected dis- 
ability -free survivorship of a single individual 

at a given moment, based on his general state of 

physical health, perhaps as judged by a physician 
and based on the presence or absence of illness 
or impairment of various kinds and at various 

levels of severity, and the negative probability 

of being afflicted with any of these on the basis 

of one's life style. Each individual should be 

scored differentially, along the lines suggested 
above for population aggregates (it is most im-. 

portant to survive disability -free up to the ages 
specified above and less important thereafter, 
etc.), but this derived score for an individual 
would be modified by relating it to the best 
scores obtained by anyone in his age -and -sex 
group, etc. 

2. Role performance can be judged behavioral- 
ly at the simplest and grossest level merely in 
terms of whether the individual is actually per- 
forming the major social roles expected of him 
and "appropriate" according to "social" definition, 



i.e., deemed appropriate by both the individual and 
his various groups. These major social roles, I 

believe (clearly, this is my own bias) are of two 
general types, perhaps for the moment at least to 
be weighted equally in the construction of a sub- 
index-- occupational and familial. However, here 
too some ambiguity arises. For example, what is 
the appropriate occupational role for a retired 
person? How do we classify unmarried adults, 
married couples without children, etc.? In some 
way people have to be classified in terms of their 
"social adjustment" as expressed in the per- 
formance of major social roles, and scores com- 
puted, so that these scores can be put into an 
index. 

Having said this, the next question is, "How 
important is this social adjustment relative to 
disability -free years of life ?" The answer to 
this question will determine the relative weights 
to be accorded to each of these components of an 
index of health. Again, sheer physical health 
(disability -free years) may be more important to 
one's overall or general health in the years prior 
to adulthood, while "social adjustment" may be 
more important to one's overall health during the 
adult years and through to the end of the child- 
bearing period, and once again physical health 
(disability -free years) may be more important 
later. 

Physical and /or emotional impairment deserves 
mention in this context; these types of impairment 
set limits on what can be expected of an indi- 
vidual. For example, a blind person surely can- 
not be expected to perform a job for which sight 
is a requirement; nevertheless, there are other 
jobs which he can perform and which do not re- 
quire sight. Should a blind person be considered 
less healthy than a sighted person? 

In terms of the physical health component of 
an index, "yes" is the correct answer because the 
individual does have a physical handicap; he may 
have some disability, even if minor, resulting 
from it, and his sheer life expectancy, especially 
his expectancy of disability -free years, may in 
fact be substantially less (the latter because of 
accidental deaths, etc., the former because he 
may require relatively specialized care as he be- 
comes older, etc.). 

In terms of the "social adjustment" com- 
ponent of an index, however, it is primarily the 
subjective considerations which determine whether 
an individual with an impairment, e.g., a physical 
handicap such as blindness, should be considered 
less healthy than others. The question is, "How 
do the impaired individual himself and society in 
general, including the primary and secondary 
groups significant to him, define his impairment ?" 
What expectations should he live up to? The 
social adjustment of the impaired person must be 
deemed satisfactory if he indeed lives up to the 
expectations for him. The expectations themselves 
are likely to be a blend of what is possible and 
what is desirable. If the impaired person can 
carry on an occupation and /or hold a job (even in 
a "sheltered workshop" type of situation), this is 
all to the good and his social adjustment must be 
rated as high. Similarly, if the impaired indi- 
vidual can carry on normal family relationships, 
the same must be said, i.e., his rating must be 
high. 
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A distinction must be made here between im- 
pairments which have no presumed "voluntary" com- 
ponent in them and those which have. This attri- 
bute of impairments must be seen as a continuum, 
with an infinite number of gradations along the 
line. Some impairments are essentially self - 
inflicted, i.e., they occur because the individual 
engaged in behavior with a high probability of 
becoming impaired as a consequence, while others 
may be thought of as purely accidental. Much less 
stigma attaches to the latter, and individuals in 
this category are much more likely to make a 
proper "social adjustment" to their impairment 
and to be defined as "healthy" in spite of their 
impairment. 

At the societal level, societies with large 

proportions of impaired individuals -- impaired in 
the former sense, with a large component of pre- 
sumed voluntariness involved -- should be rated as 
less healthy societies. This is particularly 
true of societies with large numbers of alcoholics, 
drug abusers of various kinds, sexual deviants, 
psychopaths, etc. But societies as the unit of 
measurement should also be rated as healthy or 
less healthy in terms of the amount of family 
disorganization, crime, and unemployment which 
characterize them. 

4. Live a life in which each individual has 
a high moral self- evaluation but also receives a 
high moral evaluation from his group. This ties 
in very closely with the preceding discussion. 
Individuals who meet their major social role 
obligations are likely to receive a high moral 
evaluation, both from themselves and from their 
groups. They are likely to be considered worthy 
persons and their self -concepts are likely to be 
good (in Jahoda's terms). 

In Western society, at least, a negative 
moral evaluation is likely to result from 
"copping out ", i.e., abdication of moral responsi- 
bility for work and satisfactory family relation- 
ships, and particularly when these occur in the 
absence of an "achievement- orientation" on the 

part of the individual, i.e., an orientation to 
control and transform nature and the environment 
to suit man's ends. Conformity to Riesman's 
inner -directed social character type remains the 
moral ideal. Although some changes may be oc- 
curring in this ideal, it does not appear that 
basic concepts have been in any way altered. The 
alienated commune- oriented individuals consti- 
tute but a small minority, an unimportant segment 
of the total. 

Elsewhere, however, i.e., in other civili- 
zations, values differ. Thus in societies where 
Hindu and /or Buddhist values predominate (e.g., 
India, S.E. Asia, and elsewhere), an "escapist" 
orientation is perceived much less negatively 
than is the case in Western societies. Moral ap- 
proval is often conferred upon individuals who 
retire from the "active" life to a life of medi- 
tation and contemplation. But whatever the ac- 
tivities or life styles which result in moral 
approval is everywhere required as an essential 
component of health. 

Here also an important methodological question 
is, "How important is moral approval relative to 
social adjustment and disability -free years of 
life ?" The answer to this question, again, will 
determine the relative weights to be accorded to 



each of these components of an index of health. 
However, moral approval unlike social adjustment 
does not appear to have an age -referent; it proba- 
bly is equally important at all ages and stages of 
life. 

In any community, disability -free years of 
life can be aggregated for all individuals com- 
prising the community and divided by the number of 
individuals, and an average number of disability - 
free years per individual in the community thus 
obtained. Communities can be compared on the 
basis of these averages. The same may not be true, 
however, for social adjustment and moral approval, 
except as indicated below. Both social adjustment 
and moral approval are essentially socially con- 
ferred attributes, and probably their distribution 
in any community is described by a normal curve. 
That is, some individuals in any community will be 
very well -adjusted, some will be socially deviant, 
and probably most will fall somewhere in the 
middle. Probably the mean scores will be simi- 
lar for most societies within the industrial so- 
ciety category and similar also among traditional 
societies which are culturally similar and simi- 
lar in terms of their major value- orientations. 
The same situation probably characterizes moral 
approval. The implications of these statements 
for the measurement of health levels and the con- 
struction of an index of health merit further ex- 
ploration and discussion. 

III -The Health of Individuals Versus 
the Health of Groups or Aggregates 

However health may be defined, a major theo- 
retical issue which does not appear to have been 
treated adequately in the literature is whether 
health should be defined differently for indi- 
viduals than for groups. In practice the concept 
of health status is used to refer to the health of 
individuals, while the concept of health level is 
used to refer to the health of a group, a communi- 
ty, or some sort of a population aggregate. 

Another way of asking this question is to ask 
whether, once health has been defined, the measure- 
ment process should be that the sum total of the 
health statuses of all individuals in the group 
should be simply cumulated and averaged to derive 
a measure of the health of the group as a whole, 
or is the health of the group an emergent phe- 
nomenon, over and above the health of all the 
individuals comprising it, and therefore to be 
measured in some other fashion? Some logic 
arguing that there may actually be different defi- 
nitions for the health of individuals and for the 
health of groups stems from the differing 
"functional requirements" of individuals versus 
those of groups. (Groups in the present usage may 
be societies, families, communities, etc.) 
"Functional requirements" should be understood 
here as the requirements for survival of the indi- 
vidual as a system -- biological or otherwise- -and 
clearly the requirements for survival of a group 

group, i.e., as a system -- cultural or other- 
wise. 

Three definitions of health, and therefore 
three levels of analysis, appear to be involved 
here. One of these relates to the individual and 
his functional needs for survival as a biological 
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organism. He needs food, clothing, shelter, and 
perhaps many other goods and services. But 
Maslow's conceptualization of a hierarchy of 
needs among individuals is relevant here, and at 
the simplest level an individual may require only 
the most necessary ingredient for survival, i.e., 
food. The health of a group, in the second level 
of analysis, may be thought of as simply the sum 
total of the health of all the individuals com- 
prising that group. Here the group or community 
is considered as an aggregate, no more or less, 
and without emergent properties. 

But there is also a third meaning to the 
notion of health, especially with reference to 
the health of a group. This has to do with its 
sheer survival. In other words, for survival 
the group itself must be considered as having 
certain functional needs qua group. This is 
important because all individual human beings are 
members of groups. They derive their distinctive 
humanity from group membership. Therefore it is 

incumbent on the group to survive if human beings 
are to remain human. 

From this point of view it may be argued 
that, since human societies and communities are 
comprised of human populations, their survival 
depends at least in part upon the provision of an 
adequate physiological relationship to the setting 
in which they exist, including a considerable de- 
gree of control over fertility and at least a 
minimum degree of control over mortality. Related 
to these, human society also depends for survival 
upon such essential functions as socialization, 
language and communication, economic production, 
the preservation of order, maintenance of moti- 
vation, and the establishment and maintenance of 
integrated values. Thus, fertility and mortality 
are sociological phenomena interrelated with other 
essential features of human societies. Population 
is an endogenous variable in the analysis of social 
systems. Each society has structural patterns with 
consequences for fertility and mortality, i.e., its 
structures have to be suitable for survival in de- 
mographic terms. 

Not surprisingly, therefore, preservation of 
life is a universal value in all human societies, 
except under those circumstances in which the 
taking of one's life, or perhaps of a small number 
of lives, rather than decreasing the society's 
chances for survival reaffirms the values of the 
group and stresses its solidarity, or in some 
other way improves its chances for survival in the 
face of a hostile environment. All societies in- 
stitutionalize patterns of behavior intended to 
preserve health, or to restore and maintain it, 
and to prevent death. Often these patterns of 
behavior may actually be inefficient and incon- 
sequential in achieving this end; probably, prior 
to the modern era, such mortality control as was 
achieved in primitive and pre- modern communities 
stemmed more from advances in technology, includ- 
ing improvement in the food supply, and from the 
maintenance of political order and protection than 
from behavior explicity intended to maintain 
health. 

Measurement implications 

a. If we consider any individual separately 
for purposes of measuring his health status, we 
must ask: How well does he function at a given 



moment? That is, is he well enough as a biologi- 
cal system to carry on his major social roles; 
is he well enough emotionally (as a member of a 
society and as a member of the various social 
groups to which he belongs) to accomplish this 
end; and does he have a sufficiently high moral 
evaluation? These are all questions which relate 
to the quality of his life, as distinct from its 
quantity. But we must also ask, how long has 
this individual lived up to this point and what 
is the duration of his life likely to be, given 
the quality of his life at this moment? We thus 
bring in some estimate of the quantitative di- 
mension of health and add it to the qualitative. 

b. If we consider any group or aggregate of 
people for purposes of measuring its health 
level, we simply aggregate, in some manner, the 
various measures of the quality and quantity of 
life of all individuals comprising it, as indi- 
cated above. This says nothing about the health 
level of the group group; it relates only to 
the health level of the aggregate of individuals 
comprising it. For this purpose the quantity of 
life is readily measured by conventional mor- 
tality rates or life expectancy. 

c. If we consider any group as a cultural, 
societal, or civilizational collectivity, or as 
a community, for the purposes of measuring its 
health quotient, we have to consider measures of 
the quality of life in that collectivity as lived 
by individuals at any given time, and measures of 
the quantity or duration of existence of the col- 
lectivity itself as a collectivity and independent 
of the lifetimes of any individuals comprising 
it. From this point of view, the health status 
of individuals and the health levels of groups 
may be independent of the societal or civili- 
zational health quotient; a healthy individual 
may exist in a sick society or civilization and 
a sick individual may similarly exist in a healthy 
society or civilization. 

IV -The Quantity Versus the Quality of 
Life as Components of an Index of Health 

Another major issue in defining the concept 
of health stems from its multi -dimensionality. 
In the broadest terms, health may be considered 
as related in some way to both the quantity and 
the quality of life. This is true regardless of 
whether we are considering the health status of 
individuals, the health levels of aggregates, or 
the health of collectivities. Within each of 
these, the problems are: 

a. What indicators shall we use to measure 
the quantity and what indicators shall we use to 
measure the quality of life? 

b. How shall we add these indicators into an 
index, i.e., what weight do we give to each? 

The quantity of life may be thought of as 
uni- dimensional since it is measured along a con- 
tinuum of time. However, various indicators have 

been used to measure the force of mortality on 
population aggregates; perhaps the best -known of 
these are the crude mortality rate, the age - 
adjusted mortality rate, the infant mortality 
rate, the proportional mortality ratio, and the 
expectation of life. 

A major problem underlying all of these 
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measures (except the infant mortality rate) is 

that the weights assigned to each year of life are 
implicit rather than explicit; clearly, they 
should be explicit before indicators of the force 
of mortality are selected to be included in an 
index of health. Also, some measures give more 
weight to certain ages than to others; for ex- 
ample, the expectation of life is affected much 
more strongly by changes in mortality during 
infancy than at the older years. This may be in 
accord with the values of our society, or it may 
not, and empirical research along these lines is 
sorely needed. Also needed is research on the 
statistical relationship or degree of association 
of the various measures to each other, so that we 
may know whether any one may be validly taken to 
represent the others. 

The quality of life, by any analysis, is best 
thought of itself -- like health in this respect -- 
as a multi -dimensional concept. But in accordance 
with the framework offered here, the quality of 
life may be thought of as consisting of the 
following components: 

a. A bio- medical component. 

b. A socio- emotional component. 

The bio- medical component of quality relates 
to the degree to which an individual is able to 
function free of bio- medical illness or impairment. 
The extent to which bio- medical illness or impair- 
ment results in some form of disability or less - 
than- perfect functioning is a key factor here, as 
is also the extent to which it results in a short- 
ening of life. Asymptomatic illnesses or con- 
ditions, or illnesses or conditions in a pre- 
symptomatic stage, may not result in disability 
or less -than- perfect functioning; nevertheless, 
they may result in shortening the affected indi- 
vidual's life. The bio- medical component of the 
quality of life is affected by all of these. But 
a complication of measurement of the bio- medical 
component is that an individual in perfect health 
along the bio- medical continuum may die instantly 
due to some external cause (violence, poisonings, 
accidents, etc.). This individual moves instantly 
from one end of the continuum to the other, in the 
process skipping all intervening stages; this poses 
a measurement problem. 

The socio- emotional component of the quality 
of life involves at least three first -level sub- 
components: emotional health, social functioning, 
and moral worth. However, the emotional health of 
an individual is to a considerable extent (certain- 
ly not entirely) conditioned by his perception of 
his own social functioning and moral worth. To 
some degree the individual's perceptions along 
these lines are correlated with the perceptions of 
others; to the extent that they are not, a diffi- 
cult measurement problem emerges. However, this 
may be solved by using the incongruity of self - 
perceptions with the perceptions of others as one 
among other items (a second -level sub -component) 
measuring emotional health. 

How shall we mix indicators of the quantity 
of life (e.g., life expectancy for an aggregate 
of population) with indicators of the quality of 
life (e.g., the number of disability -free days at 
various levels of disability)? That is, what 
weights shall we give each indicator used as a 
component of an index? Unfortunately, all 



judgments along these lines must necessarily be 
arbitrary since no empirically validated criteria 
have ever been established. 
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DISCUSSION 

Daniel B. Tunstall, Office of Management & Budget 

I would like to discuss these papers in 
quite a different order from that proposed by 
the chairman. Let me begin with the paper on 
theoretical considerations in the development of 
a definition of health by Munroe Lerner; follow 
with my thoughts about the Bush, Chen, and Pat- 
rick paper on social indicators for health based 
on functional status and prognosis; and end with 
an examination of Karl Yordy's views on why we 
need health indicators. 

From my point of view there is a paper miss- 
ing from the list. What is needed is an explor- 
ation of the relationship between indicators of 
health and a system of social indicators, the 
development of new statistics using social in- 
dicators as a framework, and the development of 
social analysis and social policy formulation 
using social indicators as a primary tool for 
measurement and judgment. In fact Abe Aidenoff, 
Acting Director of the U.N. Statistical Office, 
was expected to present his ideas on a system of 
social and demographic statistics that would have 
provided one link between the development of mea- 
sures of health status and the development of new 
health statistics. To some extent I can substi- 
tute my interest in the research and development 
of social indicators and thus represent both the 
person interested in the development of statis- 
tics from the point of view of a central statis- 
tical office and the user of health statistics in 
the development of social indicators of health. 

Another general point: I wish we had the 
opportunity to continue a discussion of these 
papers this afternoon. I have a great deal to 
talk about and comment on and I wish I had the 
chance to discuss these ideas with the partic- 
ipants. 

As I read Dr. Lerner's paper I had the feel- 
ing that he is talking about two types of health: 
the health of the individual and the health of 
society. The health of an individual, he suggests, 
is made up of four components or states: bio- 
logical man, social man, moral man, and emotional 
man, and each should be thought of in terms of 
function or behavior. The health of society, he 
indicates, has two dimensions: the individual 
and something greater than the individual. A 
healthful society is composed of men who live 
long lives, free of disability, and perform their 
social role satisfactorily. That something 
greater than the individual is that the race be 
preserved. While I agree with Dr. Lerner that it 
is best to think of the health of the individual 
in broad terms, up to now too narrowly focused on 
the biological needs of man, I do not agree that 
we should combine our judgments of an individual's 
health, no matter how extensively conceptualized 
with judgments about society. I definitely pre- 
fer separating the two. In effect, let's not end 
up saying that the ultimate goal of society is to 
be healthy, or to be educated, or to be fully em- 
ployed and satisfactorily employed, or fully rec- 
reated. It is so clear that individuals want all 
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these states of well -being and that society can 
be judged in terms of the number or percent of 
individuals who attain various states of health, 
education, and recreation. But society is great- 

er than the sum of these measured states of man. 
Using human attributes or state of well -being to 
describe society is too limiting and, I think, 
misleading. 

I have another criticism. I would drop the 
use of the phrase "quality of life" to express 
the health condition of the individual and re- 
turn to the more limited term, health status of 
the individual. And, I prefer the use of the 
term social concern to reflect the issues and 
goals we as members of society have for the well- 
being of individuals and the term societal con- 
cern to reflect issues and goals of society that 
are beyond the scope of merely an individual's 
well- being. Thus, my social concerns for health 
would be for the individual to live a long life 
and that his life be as free from disability as 
possible; the societal concern for health may be 
expressed in terms of preservation or survival of 
the species, or other species, and /or of a pre- 
scribed ecological habitat. 

Throughout his discussion, Lerner draws heavily 
on ideas expressed by the World Health Organiza- 
tion. However, when the time comes to develop 
an index of health, he relies on the work done by 
Sullivan with a number of modifications. 

Lerner begins with Sullivan's "expectation of 
disability -free years of life" which he would 
weight according to the following biological,, 
social, moral, and emotional factors: age; prog- 
nosis based on life style using occupation and /or 
family status; extent of permanent disability; 
moral self -evaluation and group evaluation; and, 
although not explicitly included, I would expect 
he would want to add a weight for "emotional" 
health. Just making out the list leads me to 
react against such an index. Clearly, if it were 
available and meaningful, it would be useful. 
But, notwithstanding the problems of data avail- 
ability, wouldn't indicators of each component be 
sufficient to make a number of important judg- 
ments about health status? Do we need to quan- 
tify all 4 components and combine them into one 
measure of health? 

I think Lerner is correct in challenging 
those of us who will use health indicators to go 
beyond only those concepts which we can quantify. 
But that should not mean that we force quantifi- 
cation of aspects that are not easily quantified. 
The judgments that allow men to make decisions 
about health policy surely do not come about 
through quantification alone. In fact, one of 
the tenets of the social indicator movement, 
which many social scientists believe, is that 
much more can be quantified than is currently 
being quantified. I think Lerner realizes that 
he reached the limits of quantification as a 
means to communicate health status of individ- 
uals because he did not suggest examples for the 
emotional or moral states in which individuals 
exist. 



His examples of the social state are age, 
family status, and occupation, which I believe 
are quite useful additions to the Sullivan model. 

Since Bush and his associates give extensive 
documentation for a health status index, I would 
like to turn to their paper next. Let me add, 
however, that Lerner's contribution at this point 
in the development of health indicators makes me 
listen. The publication of Lerner and Anderson's 
Health Progress in the United States, 1900 -1960, 
was surely one of the most important steps in the 
progress of improved health reporting during the 
past decade, and perhaps his new approach will 
now challenge the rest of us to think quite dif- 
ferently about the need for health indicators in 
the 1980's. 

The Bush, Chen, and Patrick Paper 

There are three ways to expose one's re- 
search to a group such as the American Statis- 
tical Association. A researcher can write a 
think -piece outlining the need for study in a 
given area; he can prepare a working paper about 
a project in progress; or he can present his 
findings upon completion. The Bush, Chen, and 
Patrick paper is an example of the best kind of 
paper reporting on work in progress. The authors 
have a strategic view of the role of the health 
analyst ranging from the task of identifying in- 
dicators of health conditions to suggesting how 
health indicators can be used in many aspects of 
health planning. 

Quite simply, the authors propose the devel- 
opment and use of two health models and related 
health indexes. The first model is Functional 
Status, defined in terms of the activities an in- 
dividual can perform (social, mobile, physical), 
with a related index that takes into account 
measures of these activities and measures of 
people's evaluation and rating of these activ- 
ities. The second model is Health Status, de- 

fined in terms of health criteria such as years 
of life, with a Health Status Index that is de- 
fined in terms of years of life adjusted for time 
spent disabled. Thus, the Health Status Index 
contains a measure of prognosis. 

Before I explore various aspects of these 
two models and their statistical indicators, let 
me list the nine criteria that a health index 
should meet, suggested at the beginning of the 
Bush paper. Throughout, I will criticize their 
models and indicators in terms of these criteria. 
An index of health should be of normative inter- 
est, thus reflecting perceived values of society; 
useful for planning; sensitive enough to detect 
significant changes in health status; reflective 
of multiple states of health; available in time 
series; comprised of an aggregation of components, 
related to policy and thus open to manipulation 
by policy intervention; easily reproduced; and 
available without extensive new data collection. 

A basic component of the Bush Function Sta- 
tus model is a ranking of health states according 
to functional levels. Three functional categor- 
ies are used: a social activity scale, a mobility 
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scale, and a physical activity scale. The au- 
thors intend each scale to be exclusive of the 
others and, when taken together, comprehensive 
in their coverage of functional activities. 
They construct a ranking based on the three 
scales, ranging from LI (Death) to L30 (Optimum 
Function). These "objective "(my term) states of 
health are then evaluated through a survey of 
people's attitudes and ranked on a scale ranging 
from 0.0 (Death) to 1.0 (Well). Obviously, 
everyone in the country can be given a measured 
value (0.0 -1.0) that corresponds to a functional 
level (L1 -L30) and these values can be summed 
and averaged for the entire population. Changes 
in value over time would thus reflect changes in 

health status of a given population. Bush's 
Table 3 shows how the Functional Status Index is 

computed. 

To develop a Health Status Index, the 
authors attempt, through evaluation of research 
and existing health conditions in the U.S., to 

determine the probability of an individual mov- 
ing from one level on the Functional Status 
scale to another over a given period of time. 
Applying existing probabilities to the Func- 
tional Status Index gives us a Health Status 
Index for the population. The Bush Health Sta- 
tus Index, as Bush notes, is very similar to the 
index developed by Sullivan -- expected years of 
life free of disability. However, the Bush mea- 
sure includes a social value component. 

Bush's Health Status Index is presented in 
terms of what is commonly called a criterion in- 
dicator- -years of life - -but weighted according 
to an "objective" measure of disability and a 
"subjective" (my term) evaluation of that dis- 
ability. Thus the unit of measure for the Health 
Status Index is expected quality- adjusted years 
of life, a term which, with enough coaxing and 
increased use, could be understood by the general 
public. 

The major difference between the two models 
is that the first, Functional Status, contains 
significant detail to show variety of health 
status and is thus sensitive to change in health 
status in the population. Its major use would be 
to accurately monitor the health status of the 
population as a whole or any select group within 
the population, such as an age, sex, or racial 
group. The second model, Health Status, is more 
useful for planning and decisionmaking because it 

takes into account prognosis, that is, it con- 
tains a measure of the probability of an indi- 
vidual moving from one health state to another. 

Let me quickly sketch out a number of prob- 
lems and criticisms I have with the two models 
and indexes. The Functional Status Index is 

based on a data base that doesn't really exist. 
Data for the Social Activity Scale are taken 
from the Health Interview Survey of the National 
Center for Health Statistics and data for the 
Mobility and Physical Activity Scales would have 
to come from other governmental surveys, such as 
the Social Security surveys, which do not cover 
all groups within the population. 



None of the government surveys are coordinated 
to give data on a timely basis. In fact, only 
death is counted on an annual basis, and it is 

reported two years late. There are no national 
surveys of attitudes about functional status 
that can be used to assign values for the opera- 
tional measures of function. This will remain a 
major problem with the Bush model and other so- 
cial models that attempt to combine "subjective" 
attitudes about social conditions with existing 
"objective" data. 

Clearly, there are reasons why these data 
have not been collected. Should death be in- 
cluded in a functional index of health? In the 
Bush model there is no way to include death in 
the index because a person, in terms of health, 
ceases to be a person at death. Do the three 
scales cover all forms of health function? I 

don't think so. We need more research to define 
social functions. The clearer the specification 
of function, the more likely the Index will be 
used, and that is the goal of this effort. 

The authors also suggest that they have 
conquered the controversial definitional problem 
of positive and negative health, but I don't 
think so. Being "well" is not the same as being 
"physically or mentally fit "; it just means that 
the individual does not have any symptom. The 
Bush values do not distinguish between being well 
and being fit. This may suggest that a fourth 
scale is needed. Nor is the problem of pain 
adequately dealt with. If pain is associated 
with disability in some form then it is taken 
into account in the Bush model; otherwise, it 
is not. Thus the person suffering pain and re- 
stricted in his activity is ranked the same as 
the person with equal restriction but no pain. 

Looking more closely at the actual scales used, 
it appears to me that it may be more practical 
to have 5 or 6 levels rather than 30, and, in 
fact, the measured values seem to clump at 5 

levels: well (1.00), well but with some con- 
dition (.65 -.80), some disability (.50 -.59), 
serious disability (.39 -.49), and extremely 
limiting disability (.27 -.34). 

Clearly, the problem with the Health Status 
Index is that probability data are not available. 
For now, Bush has gone beyond Sullivan's model 
conceptually, but practically speaking he can go 
no further than Sullivan because the data have 
not been organized in a fashion to meet the 
needs of social planning. I think this point is 

crucial. We do not necessarily need a massive 
new data -gathering effort to develop social in- 
dicators of health; we need instead the concep- 
tual framework to organize existing data and pin- 
point weaknesses and gaps in our information. 
This is a major contribution of this paper and 
the research of Bush and his associates. Their 
framework clearly highlights the weaknesses in 
developing and using health indicators with the 
current data base. Let me give an example. By 
clearly specifying the need for data on the 
probability of an individual moving from one 
functional status to another, the authors have 
provided a framework for organizing the vast 
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amount of information that exists on medical 
treatment. One can measure individual (and 
group) movement into and out of a functional 
status. The more homogeneous the group (age, 

sex, race, occupations, etc.') and the more obser- 
vations of treatment (social experimentation), 
the more likely one can identify the effects of 
medical and /or preventive action on functional 
status; and, thus, the clearer the link between 
health indicators and health programs. This 
linkage provides a sound science base for health 
policy. And because peoples' evaluation of 
health status is included, the framework provides 
a sound political base for health policy as well. 

Bush and his associates now need to influeo 
ce the development and organization of new 
health data to meet the requirements of their 

Functional Status model and influence the organ- 

ization of medical research findings to meet re- 

quirements of the Health Status model. From 

past experience, they will be successful if they 

can show data users how their models can be used 

in health planning. This paper and their ongo- 

ing research is a major contribution in this 

field. 

The Yordy Paper 

To start with, I believe Yordy makes four 
main points: (1) health indicators are impor- 

tant for policymakers and for policymaking;. 

(2) policymakers will be the ones to create the 

demand for indicators; (3) health should be 

viewed as a desirable end result and not just as 

a means to improve other social goals such as 

economic growth, education, etc.; and (4) there 

is urgent need for health indicators to quantify 

health goals, to monitor change in health over 

time, and, to evaluate programs designed to im- 

prove health in our society. 

As support for these points, Yordy describes 

some of the major health programs begun during 

the 1960's (community mental health centers pro- 

gram; medicare and medicaid; establishment of 
neighborhood health centers for the poor, etc.) 

and points out that during this time a number of 

important health problems were uncovered (the 
poor have higher infant mortality rates and mor- 

bidity rates; there was an increasing number of 

deaths due to heart disease and cancer; health 

care costs were a serious financial burden for 

the elderly, etc.). Yordy does not say direct- 

ly that the indicators influenced the new health 

policies but the implication is there. I would 
like to know more specifics. 

What was the role of health indicators in 

gaining support for a community mental health 

center program rather than an expanded state in- 

stitutional system? Was the development due to 

technology that would allow for more extensive 
home and hospital outpatient treatment or was 

the critical change merely the realization of 

high costs of institutionalization, which 

forced administrators to look for economic al- 

ternatives? Did health indicators (that is, 

measures of individual health status) play any 

role? 



Let us take the new cancer research program, 
as another example. Was this policy decision 
made on an examination of the rapidly increasing 
death rates for malignant neoplasms for males and 
particularly for Negro males? Or was the program 
and the $100 million appropriation a culmination 
of the efforts of a cancer lobby that happened to 
push hard enough just at the time when the Admin- 
istration and the Congress were jockeying for 
control over the direction of the health care 
system and over research and development budgets 
for the next 25 years? 

Did the knowledge that the infant mortality 
rate was leveling off during the early 1960s 
trigger an effort during the past Administration 
to influence pre- and post -natal care and were 
those programs successful? We know that the in- 
fant mortality rate decreased from 26 infant 
deaths per thousand live births in 1960 to 25 per 
thousand in 1965, but, from 1965 to 1971, the 
rate dropped from 25 to 19.2 per thousand. Truly 
a remarkable turnaround - -a 22% reduction in the 
infant mortality rate for whites and a 25% reduc- 
tion for Negro and others. 

While it is difficult to know just how in- 
formation is used to determine policy shifts, 
Yordy could have told us how various types of in- 
formation are elevated to indicator status. And 
while the political scientists may call this a 
problem of an information base for political de- 
cisionmaking, we who work with information may 
call it the politics of information. The Presi- 
dent's Health Care Message in February, 1971, for 
example, used only one major health indicator- - 
days of disability --and he noted that days of dis. 

ability had been reduced by 6 percent from 1960 
1970. In 1972, the Health Message contained three 
indicators of health status: life expectancy, 
which increased 3.4°1 from 1950 to 1970; maternal 
mortality, which declined 66% during the same per- 
iod; and days lost from school and from work, 
which decreased 7.5 and 3.5% respectively during 
the same period. 

Why were these indicators selected? Did 
those writing the document realize that in 1971 
they had neglected to include a measure of the 
institutional population and that, therefore, 
change in overall days of disability for the en- 
tire population may have been inaccurately re- 
ported? Is this why they changed to more spe- 
cific but less health -oriented indicators, like 

days lost from school and work? Why change from 

a ten -year period to a twenty -year time period? 

Why focus on maternal mortality --an insignicicant 

cause of death, but possibly the only cause of 

death that showed such tremendous decrease in re- 

cent decades? 

The selection and use of health indicators is 

part of a larger problem in government --that of 

sharing information about society with those who 
need it and want it. With all the money spent 

collecting health statistics, why can't HEW pro- 

duce a publication that focuses attention on major 
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health status indicators, thus giving the American 

public a statistical picture of health in the na- 
tion? And, why is there no publication of govern- 
ment sponsorship that analyzes health conditions 
in the U.S. and identifies health problems? 

I was hoping Karl Yòrdy would explore this 
larger problem because it has a direct bearing on 
the use of health indicators to affect health pol- 
icy during the next decades. If the 1960s was a 
time of "identifying deficits in the health of the 
nation," which, as Yordy suggests, was the role of 

health indicators and health policy, what will be 

the role of health information in the 1970s and 
the 1980s? 

Yordy suggests that "the competition for pub- 
lic resource inputs leads to continued pressurssto 
define output measures and to relate the input to 

the output" and "resource allocations should re- 

ward those programs which over time are more suc- 
cessful in defining measurable outputs and the re- 
lationship of input to output." The author has 

stumbled onto cost benefit analysis as a modus 

operandi for health indicators. In part he is 

right. There are health care deficits left in the 
U.S. (that's a sterile way of saying some people 
don't have enough food to eat, don't get emergency 
care when they need it, are not immunized when ep- 
idemics are expected, etc), but the critical prob- 

lem for those in authority and for citizens as a 

whole is making a choice between health and med- 
ical benefits. Both citizens and authorities must 

judge expenditures for health care relative to 

needs for transportation, education, housing, en- 

vironment, and other public and private needs. 

Do we want to live longer? Do we want to 

eradicate cancer as a cause of death and disabil- 

ity, and pursue a massive research effort to do 

the same for heart disease? Do we want to empha- 

size preventive care to reduce the amount of dis- 

ability among the middle aged? Do we want to make 

the effort to reduce death amoung the young (5 -24), 

the causes of which are almost all related to vi- 

olence and social behavior? Which decisions can 

be made by those in authority and which come 
from subtle but significant changes going on 
within society that social scientists and pol- 
iticians alike are unable to explain. 

The choices are great; they affect different 
groups in society, and benefits will not be equal- 
ly distributed. To make these decisions about 
health goals and health care, it is imperative 
that government, the primary collector of health 
data, inform the public about health conditions so 
that everyone has the opportunity to participate 
in the decisions. The critical point is that 
health care and health goals are social issues, 

and there is no way to deal with social issues 
equitably except with social and political par- 
ticipation by the public. This can only take 
place if the public has information. The selec- 
tion and communication of health status indicat- 
ors to the public on a timely basis meets a def- 
inite social and political need. 



DISCUSSION 

Martin K. Chen 

National Center for Health Services Research and Development 

Dr. Bush's paper entitled "An Index of Func- 
tional Status and Prognosis," describes one 
approach for measuring health status. He classi- 
fies functional status into 31 levels, with opti- 
mum functioning as the highest level and death 
the lowest level. The functional status of a 
population is simply the weighted average of the 
functional levels given values between 1 and O. 

The index of health is simply the function index 
with the addition of the prognostic factor in the 
form of transitional probabilities of a cohort of 
subjects remaining in the same functional level 
or migrating to different functional levels over 
time, using the first -order discrete -state Marko - 
vian process. The probabilities are to be esti- 
mated from survey data. 

Undoubtedly this approach has its value in that 

it can be used in monitoring the health status of 
a population, provided that the functional levels 
can be accurately differentiated and that accu- 
rate data are obtainable. An examination of 
Table 1 reveals, however, that there are four or 
five inversions in the values of the function 
levels; that is, some lower function levels have 
higher values and vice versa. Furthermore, it 
does not appear that the three components of 
social activity, mobility and physical activity 
are truly mutually exclusive, as the author 
claims. I would think that physical activity in 
the form of walking is a subset of mobility: I 

find it hard to believe that a person who cannot 
walk freely can travel freely. 

My basic objection to the approach is that it is 

oriented toward the provider or the third -party 
payor rather than the consumer. The indices deal 
with expected values and averages rather than in- 
dividuals. This approach is useful from the 
actuarial point of view, but it does not help the 
individual consumer who is interested in his own 
health status. The functional status index and 
the health status index are based on expected 
values of the distributions of cohorts. If the 

variances of the distributions are large, the 

expected value or mean has little meaning for an 
individual who is three standard deviations from 
it. It may be argued that homogeneity within 
cohorts can be achieved by subdividing a cohort 
into sub -groups, but if this process is kept up, 

the branching can become so unwieldly that even 
the largest computer cannot handle the immense 
transitional probability matrix. 

The paper by Dr. Yordy, "Why Health Indicators ? ", 
provides a comprehensive picture of the inter- 
play of the political process and design of 
health indicators. Dr. Yordy traces the intrica- 
cies of political decision -making in relation to 
the requirement of evaluation of health interven- 
tion programs. His prophecy that policy -makers 
will in the future prefer outcome indicators to 
input indicators in the evaluation of health pro- 
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grams is both reasonable and encouraging- encour- 
aging in the sense that such a shift in emphasis 
will mean the inception of the maturing process 
of politicians concerned with the health of the 
American people. In the final analysis, what 
really counts is the improved health status of 
the people, not the number of hospital beds and/ 
or clinics that are made available to them. 

An insightful observation made by Dr. Yordy re- 
lates to the establishment of causality between 
program intervention and outcome. This is an 
experimental design problem that is perhaps as 
difficult as the sesign of health indicators it- 
self. This is an area in which the greatest con- 

tribution has come from Dr. Donald T. Campbell of 
Northwestern University. It is possible that, 
through his work and that of others in the quan- 
titative sciences a solution or a series of solu- 
tions will be found to the problem of establish- 
ing a logical nexus between program input and pro- 
gram outcome in an open system full of unknown and 
therefore uncontrolled extraneous influences. 

Dr. Lerner, in his paper entitled, "An Approach to 
conceptualizing Levels of Health," addresses him- 
self to two key issues: the advisability or inad- 
visability of aggregating quantitative and quali- 
tative indicators in a single index of health and 
the need for precision in health meansurement. 
There is no doubt that problems exist in trying to 
combine quantitative and qualitative indicators of 
health in a single quantitative entity. First of 
all, it is difficult to quantify qualitative in- 
formation. But even if a way were found to quan- 
tity the qualitative information, the problem of 
comparability of units of measurement would still 
remain. One could not aggregate quantitatives 
that were in different units of measurement. 

In spite of these difficulties, there will be po- 
litical pressures on health administrators to de- 

velop a single index of health that can be used in 
monitoring the health of the people. This single 
index, when developed, can be used in the same way 
that the GNP is used in monitoring the nation's 
economic health. 

I do not agree with Dr. Lerner that precision is 
not an important consideration in the development 
of health indicators. I believe that scholars who 
are working in this area are trying to make a 
science out of the art, and without precision we 
cannot have a science. A health indicator that is 
imprecise serves little useful function. For ex- 
ample, if we compared two communities in terms of 
the health indicator, any true difference that 
exists would be masked because of the large compo- 
nents of error in the indicator. Such an indica- 
tor would not be worth the time and energy devoted 
to its development 

Dr. Lerner appears to endorse the WED definition 



of health whole- heartedly. This definition, that 

"health is not only the absence of disease, but a 

complete state of physical, mental and social 

wellbeing" is intuitively appealing because it is 

comprehensive and covers all the essential as- 

pects of what may be called "the quality of 

life." But how does one define complete physi- 
cal, mental and social wellbeing? And if one 
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could define these terms satisfactorily, what 
kind of data would one collect? There is no 
doubt that conceptually the WHO definition is 
superior to many other definitions of health, 
but there does not appear to be any solution, at 
least for a few years to come, to the problem of 
operationalizing the concept to the satisfaction 
of health measurement specialists. 



STATISTICS AND POLITICS 

Philip M. Hauser, University of Chicago 

Statistics had its origin in politics --in 
the broad sense of the term. Historically con- 
sidered they were "state -istics" and statisti- 
cians were once "statists." But "politics" in 
the title of this essay is used in the narrow 
sense --in the narrow usage associated with the 
way in which this nation conducts its system of 
governance on the federal, state and local level. 

That is, examined here is the relationship be- 
tween the politician in office and the collec- 
tion, compilation and analysts of quantative data 
which are derived from government records or 
censuses and sample surveys conducted by govern- 
ment. In the broad sense this involves the con- 
sideration of the role of statistics and of the 
statistician in government and use of the sta- 
tistical product by policy officials in govern- 
ment, elected and appointed. 

More specifically, what is examined is the 
extent to which statistics and statisticians are 
subjected to pressures to make a given adminis- 
tration, administrator or agency "look good," 
"make a case" or support a decision already 
taken on other than factual grounds. 

First, it is well to state at least some of 

the basic assumptions on which this discussion 
rests. Among them are: 

1. Statistics are quantitative facts 
collected, aggregated and analyzed to 
provide intelligence, to facilitate 
understanding and to serve as a founda- 
tion for formulation of policy, develop- 
ment and administration of programs and 
evaluation of the impact of programs. 

2. The statistician is the professional 
specialist whose function it is to de- 

sign, produce and analyze statistics 
and to present his findings in an ob- 
jective manner with probity and in- 

tegrity for use by policy makers, ad- 

ministrators, researchers and consumers 
in general. 

3. The consumers of statistics constitute 
the audience for whom statistical 
intelligence is produced and who, it is 

assumed, want to "know the facts." 

4. Although the relationship between con- 
sumers and producers of statistics must 
be a close one so that the information 
produced is relevant to the problems 
which confront consumers, this rela- 
tionship should not in any way have the 
effect of impairing the integrity of 
the statistical undertaking as a fact 

finding enterprise or requiring the 

equivalent of a "directed verdict." 

The Present Situation 

to which political pressures are being exerted 
on government statisticians so as to compromise 
the integrity of their product; and about the 
way in which the statistical product is being 
used in the interest of the Administration or 
the administrator of an agency, rather than in 
the interest of the general public. The politi- 
cal smoke which has risen from developments in 
the Bureau of Labor Statistics and the Bureau of 
the Census, and smolderings in a number of other 
statistical agencies, including those in the 
Department of Agriculture, the Department of 
Health, Education and Welfare, and the Statisti- 
cal Policy Division of the Office of Management 
and Budget, have incited many, including statis- 
ticians, politicians, businessmen, labor leaders, 
reporters and editorial writers, to look for sta- 
tistical fires. After all, it is part of our 
folk wisdom to assume that "where there is smoke 
there must be fire." 

The widespread suspicion that unwholesome 
pressures have been placed by the present Admin- 
istration on statistics and statisticians and 
much public airing of the matter in the mass 
media have, thus far, produced no clear -cut evi- 
dence 2! or con. Even to those of us close to 
the production and analysis of government statis- 
tics the situation is a complex one with, at 
best, mixed or conflicting information about even 
the most publicized cases. 

As a statistician, with now more than 42 
years of continuing contact with government sta- 
tisticians and statistics, I have, of course, be- 
come aware of the statistical "smoke." Specific 
instances which have occasioned suspicions of un- 
due political pressure include: 

1. The sequence of events which led to the 
premature retirement of the Deputy 
Director of the Census, the Chief of the 
Population Division, the Chief of the 
Construction Statistics Division, and a 

number of other senior statisticians in 

that Bureau. 

2. The sequence of events which led to ter- 
mination of the monthly press conference 
by the Assistant Commissioner of the 
Bureau of Labor Statistics in re the 
Monthly Report on the Labor Force, his re- 
assignment and, eventually, his prema- 
ture retirement. 

3. The contemplated reorganization of sta- 
tistical activities within the Office of 
Management and Budget, fortunately re- 
scinded, which would have made the old 
Division of Statistical Standards an arm 
of that Bureau's management personnel 
and which did remove the title of Assis- 
tant Director of the Office from the 
head of statistical activities in that 
Office. 

Developments over the past several years 
have raised serious questions about the extent 4. The reported political pressures from 
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the Secretary's office in the Depart- 
ment of Agriculture on the statistical 
activities within that Department. 

5. The conflict within the Department of 
Health, Education and Welfare in regard 
to the conduct of a survey on nutri- 
tional deficiencies of children in this 
nation. 

6. The order to the Bureau of the Census 
to stop using "Poverty" in the title of 
its annual report on the poor in the 
United States. (This was almost an 
ingenious and quick way to abolish 
poverty in this nation.) 

7. The reprimand of the Census staff asso- 
ciated with the release of the 1971 
poverty report. 

8. The cancellation of the Urban Employ- 
ment Survey during this election year 
1972, which since 1969 had been provid- 
ing labor force and other information 
about residents in "poverty areas" in 
much of urban America. 

9. The imposition of political clearance 
procedures for members of statistical 
as well as other advisory committees. 
This has initiated a widespread search 
for Republican statisticians, demo- 
graphers, and other scientists. (Per- 

haps there can now be developed new 
fields of Republican mathematical sta- 
tistics, Republican demography, Repub- 
lican physics, Republican medicine and 

so on.) 

10. The placement within the Bureau of the 
Census of five persons who are not in- 
accurately described as "political 
commissars" whose function it was to 
oversee statistical operations and 

analyses. In one flagrant situation the 
Assistant Chief of one of the Census 
divisions was peremptorily removed from 
for the convenience of the political 
functionary who was then provided with 
amenities not previously afforded assis- 
tant division chiefs. (I have the names 
of the five political functionaries now 
reduced to two by reason of pressures 
brought to bear.) 

11. The collapse of morale among statis- 
ticians in a number of agencies by rea- 
son of the "reign of terror" generated 
by the presence of political function- 
aries placed at the statistical operat- 
ing and analytical levels. This, of 
course, was one reason for the prema- 
ture retirement of many able career 
service statisticians. 

12. The tendency to delay or withhold sta- 
tistical reports deemed adverse to the 

interests of the Administration. 
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I am sure that many other instances could be 
added to this list which would further bolster 
the suspicion that statistics and statisticians 
are being subjected to unprecedented political 
pressures. I say unprecedented having in mind 
the scale of events generating suspicion. On 
the basis of my own experience with government 
statistics I know of no administration in which 
some zealous politician or politically minded 
press relations "eager beaver" did not, at some 
point, try to impair the integrity of statistical 
reports; but never have I witnessed as widespread 
and insistent efforts to politicize the statis- 
tical enterprise. 

Furthermore, in the midst of the clamor 
about possible political contamination of 

statistics, the President's Commission on 
Statistics in the Federal Government issued its 

report without even a reference to the importance 

of safeguarding the integrity of the Government's 
statistical output. The Commission included 
statisticians of unquestionable competence. I 

do not challenge either their integrity or their 
competence. But I do think that they can 

legitimately be faulted for their collective 
insensitivity to the political issue. 

Another piece of possible evidence of 
protecting the Administration, even if this were 
not the explicit intent, is to be found in the 
Commission's position on the proposed quinquen- 

nial census of population. Despite the fact 

that this issue has been before the nation for a 
century, during which time a quinquennial census 
has been recommended repeatedly and, most 
recently, by the Decennial Census Review Commit- 
tee of the Secretary of Commerce (of this 

Administration) in the Spring of 1971, the 

Commission stated that the evidence on behalf of 
a quinquennial census was neither positive nor 
negative and suggested that the Bureau of the 

Census, which has been on record for it for many 
years, make still another study of the matter to 
see if one was needed in 1975. The fact that the 

Administration opposed such an undertaking as an 

element in its Budget policy may well have had 
an impact on the Commission -- deliberate or 

unconscious. 

In most of the instances cited above there 

is not as yet clear -cut evidence that the 

Administration acted only and entirely out of 
political motives. In placing political appoint- 

ees in statistical agencies below the level of 
Presidential appointees the political motive is 
clear and perhaps can be defended, at best (or 
worst ?), as examples of patronage not unknown on 
the American scene. Similarly, the insistence 
on political clearance of members of advisory 
committees is certainly politically motivated 

and may similarly be defended as another instance, 

even if carried to an extreme, of political 
patronage. There is reason to conclude, however, 
that these actions constitute a deliberate effort 
to place into statistical agencies an ideological 
point of view comparable to the placement of 
"conservatives" and "strict constructionists" on 
the Supreme Court. Some Administration support- 
ers have explicitly stated that in their judgment 



too many "New Dealers" and "liberals" have been 

frozen into civil service status in the statis- 
tical agencies; and that, consequently, this 

Administration must protect its own ideology and 
political interests. It would seem reasonable 
to take the position that the burden of proof 
for this assertion rests upon this Administra- 
tion, a burden which certainly it has not yet 
assumed. 

In the other instances listed there is no 
case in which the Administration has not given 
reasons, other than political, for the actions 
taken.' For example, in the case of the Deputy 
Director of the Census it was true that the time 
schedule on the production and release of 1970 
Census information was not kept; and that the 
Deputy Director was not always responsive to 

the wishes of his political superiors. 
Furthermore, it is also true that he was 
offered a position of the same civil service 
grade in another agency which he declined. In 

the case of the reprimands to census staff 
associated with the 1971 Poverty report it was 
alleged that release procedures were violated 
and that some elements of the press were given 
a priority over others. In the case of the 

Assistant Commissioner of Labor, it had been 
previously decided that a civil servant should 
not be asked to hold a press conference on the 
employment and unemployment statistics because 
he would necessarily be subjected to political 
questions and placed "on the spot." Further- 
more, his reassignment was the result of a 
reorganization of the entire statistical system 
set in motion before the conflict in the 
interpretations of the labor force report of the 
Assistant Commissioner and the Secretary of 
Labor. The proposed reorganization of the 
Office of Management and Budget in which the 
Division of Statistical Standards would be 
abolished and merged with a management function 
could be defended in terms of some prevailing 
concepts of management structure and function. 
The abolition of the word ":poverty" and 
substitution of "low income" for the term can be 
defended as insistence on a more neutral 
designation than that adopted by the previous 
administration for its political purposes. The 
abolition of the Urban Employment Survey can be 
justified by the need to revise the sample of 
"poverty areas" in the light of the 1970 Census 
returns. 

Examples of pure political pressure un- 
contaminated by other factors are difficult, if 

not impossible, to find. Yet the total picture, 
if not any one specific instance, certainly 
justifies suspicion and action to assure that 
the integrity of Federal Statistics is not 
impaired. 

Reaction and Outlook 

Fortunately, the statistical and social 
science fraternity, both within and without 
government, is endowed with professional elan 
and political independence. In their pro- 
fessional capacities statisticians can often be 
browbeaten but never subdued. Fortunately, 
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also, the Government is not a monolithic struc- 
ture and not all Republicans, nor all Democrats, 
are subservient to political pressures from their 
respective political parties. In consequence, it 

should not be surprising to learn that forces 
within as well as without this Administration 
are resisting and are determined to resist any 
political contamination of the government 
statistical product. Resistance and reaction to 
the types of pressures described are mounting 
even among the ranks of those in high office 
appointed by this Administration. In general, 
it may be said that both statistical and non - 
statistical personnel with professional back- 
grounds are resisting attacks on the probity of 
statistics and exerting pressures of their own 
against their Republican colleagues playing the 
pro -Administration political and public relations 
game. Evidence of such resistance is to be found 
even within the Executive Office of the President, 
for the Chief Statistician and head of the new 
Division of Statistical Policy within the Office 
of Management and Budget, supported at least by 
the former Director of that Office (now the 
Secretary of the Treasury) have pursued courses 
to maintain the probity of Federal statistics. 
(The Chief Statistician, before reorganization, 
was an Assistant Director of the Bureau of the 
Budget and head of the Division of Statistical 
Standards.) 

For example, a significant step has been 
taken to protect the integrity of government 
statistics in Circular No. A -91, originally 
issued in February, 1969 and revised on April 
26, 1972, which calls for the "prompt compila- 
tion and release of statistical information." 
This Circular, addressed to "Heads of Executive 
Departments and Establishments," requires that 
"the shortest practicable interval should exist 
between the date or period to which the data 
refer and the date when compilation is completed." 
Moreover, it states that "prompt public release 
of the figures should be made after compilation." 
The Circular applies to "the principal statisti- 
cal series...issued by agencies to the public 
annually or more frequently...and that the 
publication dates...are made publicly available 
in advance." In accordance with the objectives 
of the Circular, release dates for principal 
economic indicators appear each month in the 
OMB Statistical Reporter and agencies are 
required to submit reports to OMB on the release 
of statistical series. 

Although Circular A -91 constitutes a 

significant step in the right direction, its 
enforcement is beset with problems, especially 
in respect to statistical reports that are 
intermittent and not usually on a rigid time 
schedule. Obviously, the action taken by OMB is 
designed to prevent deferring or advancing the 
release of statistics better to serve political 
interests. It cannot but help to protect 
statistics against, at least, one form of 
political interference. 

Perhaps the most significant feature of this 
Circular is that requiring a "one-hour separation 
between the issuance of the release by the 



statistical agency and related commentary." 
This provision clearly separates the professional 
statistical product from subsequent "interpreta- 
tions" which may be politicized. Each 
administration certainly has the prerogative of 

interpreting the data as it sees fit at its own 
risk; but it is important to distinguish such 
interpretations from the original statistical 
report. 

Another example of efforts to protect the 
integrity of statistics within the Administration 
is afforded by the pressures brought to bear by 
OMB upon the Department of Commerce and the 
Director of the Census to eliminate three of the 
five political functionaries placed within the 
Census Bureau. Of the two that remain one, I 

understand, achieved civil service status and in 
this new role, hopefully, this person will 
serve the Government as a professional rather 
than as a political overseer. 

The Committee on Statistical Policy, which 
is advisory to the OMB and which is appointed by 
the OMB in consultation with the ASA, has also 
been active on behalf of the integrity of 
statistics. This Advisory Committee comprises 
mainly past presidents of the American Statisti- 
cal Association. It exerted pressure upon the 
OMB to restore the independence of the Division 
of Statistical Policy, an action that was taken; 
and it recommended to the Association the 
creation of a Committee to investigate any 
possible political interference with statistics 
or statisticians. Other organizations joined 
in this recommendation. In consequence, as 

reported in the American Statistician (Vol. 26, 

No. 3, June 1972, p. 2) the Board and Council of 
the Association on January 28th authorized the 
President to appoint a Committee on Integrity of 
Federal Statistics to work with a similar 
committee from the Federal Statistical Users' 
Conference, which had expressed similar concerns. 
This Committee, which is holding its first 
meeting at this Annual Meeting of the Association, 
includes: Daniel H. Brill, Commercial Credit 
Corp.; A. Ross Eckler, a former President of the 
Association and former Director of the Census; 
Robert S. Schultz, New York State Council of 
Economic Advisers; and De Ver Sholes, Chicago 
Association of Commerce and Industry. The 
Population Association of America and the 
American Sociological Association have been 
invited to send observers to the meeting. A 
Committee of the Conference on Income and Wealth 
has also asked to be kept informed of the new 
Committee's work. Other professional societies 
will undoubtedly follow the work of the Committee 
with interest and may join in its work. 

Another instrumentality thát may be expected 
to exert increasing influence on behalf of 
statistical integrity is the newly created 
Committee on National Statistics of the National 
Academy of Science. This Committee, of which 
William Kruskal, a member of the now defunct 
President's Commission on Statistics, is Chairman, 
has as its terms of reference a continuing review 
and evaluation of the national statistical output. 
It is, in effect, a semi- private mechanism for, 
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among other things, monitoring the probity of 
government statistics. 

Pressures in behalf of preserving the 
integrity of government statistics are to be 
found in many other significant places; but the 
ability to resist political interference is not 
always successful even when such resistance is 

offered by Bureau heads who, in the last analysis, 
must serve their political superiors or exercise 
their option to resign. 

Concluding Observations 

The American Statistical Association and 
related interest professional associations can, 
of course, expect an impartial and competent 
report from its Committee on the Integrity of 
Federal Statistics. I am sure that its major 
work will come after the confusion of this 
election year and that it will have implications 
and impact transcending the tenure of this 
Administration. In the meantime, it is essential 
that all statisticians be alerted to the 
possibility of political pressures and make such 
information as they may acquire available to the 
Association's Committee. 

With the increasing complexity and inter- 
dependence of our society requiring increasing 
government interventionism, statistics are 
becoming ever more important in providing a basis 
for policy and action, both in the government and 
private sectors. In consequence, the temptation 

to use statistics for administration, agency or 
other interest, as distinguished frog public 
interest, will increase. 

Although the politician may be able adversely 
to influence statistics in the short run, there 
can be no doubt that his cause is a hopeless one 
in the long run. This Association and the other 
professional associations are aware that just as 
"eternal vigilance is the price of liberty," 
similar vigilance is required to defend statistics 
and statisticians from political contamination. 
If necessary, the professional fraternity can 
appoint statistical "truth squads" that can hold 
their own press conferences to counter political 
distortions or falsifications, delays or with- 
holdings of the data. In defending the probity 
and integrity of statistics, statisticians and 
related professional personnel are not only 
exercising an important professional and citizen- 
ship right and obligation but, also, in the long 
run they are defending the politician from 
himself; for nothing could undermine the politi- 
cian as much as accumulated and intense public 
distrust and the generation of both a credibility 
and incredibility gap. 



INCOME AS A MEASURE OF WELFARE: THE ISSUES AND A DISSENT 

Wm. C. Birdsall, Social Security Administration 

When I finished my homework on the topic 
of income as a measure of welfare, I saw my task 
as a relatively simple one: itemizing and organ- 
izing the technical problems which everyone runs 
into in building up from income to something like 
welfare, problems such as price indices and non - 
market consumption; how to include assets, lei- 
sure, and public services in the index; how to 
take into consideration need, uncertainty, and 
future expectations. As I proceeded through 
these problems, I found it impossible to confine 
my thoughts to those technical questions. The 
conviction grew in my mind that the important 
issue is what is this all about: Is the problem 
essentially a scientific one,similar to comparing 
temperatures? Is the problem one of discovering 
the actual norms used by society and government? 
Or is the problem one of social reform? That is, 

is it describing the world in such a way as to 
convince the government or the populace that it 
ought to be changed, either in general or along 
particular lines? I think that the basic ques- 
tion is social reform. 

As a framework for explaining why I 

arrived at that conclusion and what it leads me 
to, I will briefly review some of the technical 
issues in the economist's progress toward a mea- 
sure of welfare. My device is to set up a dia- 
logue between two economists who share the con- 
viction that a measure should and can be found. 
The dialogue I describe is apt to arise in the 
context of attempting to decide on the appropri- 
ate base for taxation on the assumption that 
somehow welfare of "well -offness" should be the 
norm. The catalogue of issues is not meant to 
be exhaustive, but I hope it is representative. 
The practical solutions that I mention are not 
universally accepted, but they are at least typi- 
cal of actual solutions. One economist is a 

practical man, trying to get the job done. The 
other is a stickler or a devil's advocate. For 
my purpose it will be sufficient to limit the 
dialogue to the question of "equal treatment of 
equals ", or horizontal equity. Extra problems 
arise in putting families or individuals on some 
scale to quantify inequality in order to reach 
the goal of a measure for vertical equity. The 
dialogue opens: 

Pragmatist(tentively): Annual money 
income seems a reasonable norm for equal treat- 
ment. 

Stickler: If two people are subject to 
different sets of prices, they cannot both buy 
the same set of goods if they have equal money 
incomes. Furthermore, by a theorem of Samuelson 
[2], in this circumstance there is no price in- 
dex which will tell us unambiguously who is 
better off, even if both people have identical 
needs and tastes. 

Pragmatist: I grant the point. But we 
must get some measure; let's either accept money 
income or estimate real income by some agreed up- 
on price index and get on with it. 

Stickler: How about such things as 
home owner- occupied housing, 
shouldn't they somehow be included? 
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Pragmatist (condescendingly): Using 
known market prices we will impute the value of 
these types of consumption and add that to income. 

Stickler (slyly): How about the fact 
that some sets of people, such as families, pool 
their incomes? 

Pragmatist: We will simply use these 
groups as our basic units. 

Stickler (pouncing): Then how about the 
fact that families differ in size, age composition, 
etc. and thus differ in need? 

Pragmatist (triumphantly): I have two 
possible solutions: We scientifically determine 
need via diets and build up to needed income from 
these; thus two families with equal real income 
are only to be treated as equals if they have 
equal need; or alternatively we assume that two 
families that spend the same percentage of their 
income on, say, food are equals, independent of 
what their real income is. 

[The Stickler has problems with the sci- 
entific character of estimates of nutritional 
needs and he knows that the second solution as- 
sumes any differences in consumption tastes be- 
tween families is due solely to the number of per- 
sons in the family; but he lets it go since he has 
no alternative solution.] 

Stickler: Earlier you were happy to im- 
pute consumption of home -grown food and housing 
to income. How about leisure: what if one man 
earns twice as much per hour and only works half 
as many hours, loafing the rest of the time; isn't 
he better off even though both have the same in- 
come? 

Pragmatist: Based on utility maximiza- 
tion theory we know that leisure is a good valued 
by each at his or her marginal wage rate; thus I 

advocate adding the product of leisure hours times 
the wage rate to income. 

[The Stickler knows that this solution 
assumes that individuals are free to adjust hours - 
worked as they please. He sees a dilemma: at 
best the criterion must discriminate either 
against families who work more hours or against 
families involuntarily working fewer hours. But 
again, he has no better solution.] 

Stickler (tiring): How about assets and 
wealth and the fact that they vary by family, 
shouldn't that be somehow incorporated? In fact, 

shouldn't our norm for equal treatment take into 
consideration the welfare potentiality of the 
family over a much longer span than just a year? 

Pragmatist: I agree that in theory we 
should be looking for a lifetime norm. Practi- 
cally we must settle for the following: we have 
techniques based on life expectancies, rates of 
return, etc. of translating these stocks of as- 
sets into a constant annual flow. We just add 
that to income. 

Stickler: How about public housing? 
Shouldn't that subsidy be added to income? 

Pragmatist: Yes, by the same logic as 
owner -occupied housing. 

Stickler (somewhat exhaustedly): How 
about local public services and the environment? 
Certainly, you won't consider two families equal 
that had the same income and paid the same amount 



in taxes if they differed by the amount of smog 
or public safety each consumed? 

Pragmatist (defensively): I agree with 
you, but we just haven't yet come up with reason- 
able coefficients to translate these differences 
into money terms to add them to or subtract them 
from income. 

[The Stickler is disappointed that sci- 
ence is finally defeated in its quest and he is 
silent, not raising the additional problem of the 
uncertainty about income and /or the variability 
of income, the possible interdependence of wel- 
fare beyond the basic family, and so forth.] 

CURTAIN 

In the light of all these problems and 
solutions, I ask the question, "What is this all 
about ?" "What are we really trying to do or 
where are we trying to get ?" 

One possible answer is that we are 
trying to measure actual relative well -offness, 
that is, to find an indicator which will truly 
tell us when two persons or families are equally 
well off, like a thermometer will tell us when 
two persons have the same temperature. I, and I 

think virtually all economists, admit that this 
is not what is really being done. We are too 
aware that welfare depends on many more things 
than we even dream of taking into consideration. 

Is the goal to find the actual norms 
which society or government uses for equality and 
inequality of "treatment "? Certainly not; to do 

this we would simply look to our laws to find the 
actual norms used. For direct norms we would 
examine such laws as our tax and welfare provi- 
sions; for the indirect norms we would examine 
the rest of our legislation, and find such norms 
as acres of cotton planted- -and acres of cotton 
not planted. Important as this task is, it is 

not what the dialogue is all about. 
We are certainly somehow in the realm 

of ethics, a rule for equality of treatment is 
the goal. And we seem to be in that realm in a 
very practical sense, in the social reform sense 
that we are proposing a norm by which to develop 
social policy. 

If we grant that the essential forum of 
the dialogue is social reform, what society ought 
to do, it will probably amaze anyone but an econ- 
omist that there is little overt ethical discus- 
sion in the dialogue. We do not hear the prag- 
matist say that public housing tenants should be 
taxed more or given less or that leisure should 
be taxed. 

I think that the reason why the dia- 
logue takes place in something of an ethical no 
man's land is that the actual course of the dis- 
cussion is determined by economists' natural 
desire to take into consideration the actual or 
potential consumption of all goods; that is,to 
deal with the general constraint on consumption. 
Because of the presumed need for a one dimension- 
al measure of equality and inequality, he simply 
translates this constraint on consumption into a 
single dimension. To him this is a technical 
task and his rules do not need examination, ex- 
cept by the science of economics. 

I take strong issue with this. My 
starting point is the earlier -mentioned theorem 
by Samuelson. It says essentially that even 
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linear constraints are only comparable if the 
slopes in every dimension are identical. This 
theorem applies not only to the initial question 
of the price index; it applies at each decision in 

the dialogue. Another way of stating the theorem 
is this: if one insists on translating contraints 
into a single dimension all important differences 
between contraints must be reconciled by scienti- 
fically arbitrary decisions. At each step in con- 
struction unless we agree with what is an essen- 
tially ethical decision we must conclude that the 
index is simply a "compounding of arbitraries" 
which is certainly itself arbitrary. Thus we must 
examine the rule or goal governing the pragma- 
tist's decisions. 

Especially since the pragmatist tries to 
translate everything into dollars, his goal may 
seem to be to find the point at which the family's 
constraint cuts the money income axis, the point 
we can call maximum potential money income. At- 
taining this goal is a near impossibility. We 
seldom have any data about the shape of the con- 
straint in the vicinity of any axis and especially 
near the point of maximum potential money income. 
For example, what on earth is the marginal wage 
rate at maximum work hours, where "maximum" here 
deans at the limit of one's physical capability? 
Certainly the pragmatist is not striving for this 
goal since he evaluates leisure at the actual 
wage. 

I think that two norms govern most of 
his decisions; one is applied when differences in 
the constraints faced by various groups arise due 
to differences in how government already treats 
people; the other is used for differences due to 
(apparently free) consumer choice. 

Decisions made in the face of present 
differences in treatment by government seem to be 
based on the assumption that where treatments 
differ, cost differences are equivalent to income 
differences. Except in the case of money trans- 
fers this is doubtful. Take public housing for 
example. To attribute the subsidy to the dweller 
is to assume a remarkable efficiency on the part 
of the housing authority, and it assumes that 
public and non -public housing is otherwise identi- 
cal. Unless there is a long waiting line for 
public housing and a low vacancy rate it is diffi- 
cult to argue that any net subsidy is received by 
the tenants. Thus this rule seems very arbitrary 
to me. 

The pragmatist decisions in confronting 
differences due to apparently free consumer 
choice, such as in the leisure /work hours ques- 
tion, seem to be made in accordance with the goal 
of making the index neutral with respect to that 
choice, at least in the vicinity of present equil- 
ibrium. That is, if the index were used as a tax 

base, its existence would not affect your margi- 
nal choice between leisure and work. While there 
are ceteris paribus arguments for neutrality in 
government treatment rules, I think that the 
ceteris are seldom paribus. That is, none of us 
is really indifferent about all the marginal 
choices made by others, both because we judge 
various choices as good or bad for the chooser and 
his or her family and because choices will affect 
costs, both dollar costs of programs and externa- 
lity costs. Neutrality should be put in its pro- 
per perspective, not as a norm given by God or 
Moses to be followed in all circumstances, but as 



a good characteristic of a policy if it is feasi- 
ble and if society does not care about individual 

choices in that area. 
In summary, I judge any welfare index, 

the translation of the complexities of the con- 
sumption constraint into a single index, as arbi- 
trary; I see such indices as based on question, 
able assumptions and inadequate acknowledgement 

or examinatión of the hard ethical decisions 
which must be made in building a treatment norm, 
and more importantly, that must be made in deter- 
mining good social policy in general. 

In rushing to an index I think we rush 
right by what is most effective for social reform, 

data about the concrete consumptions constraints 

that families, especially poor familiès face. 
That data, not an index, is the most useful thing 

for determining the need for social reform, for 

convincing others of its need, and for discover- 
ing solutions. (I do not mean to overstate the 
givenness of data or the availability of.impor- 
tant data. I would, in fact, emphasize the money, 

the time, and the inventiveness needed to develop 
good data and to squeeze the meaning out of data.) 
Especially if our impetus is toward social re- 

form, we should not underestimate the ability of 
facts to change opinions and to change prefer- 
ences about social policy based on erroneous 
opinions. I wish we had a national opinion poll 
from 1965 to tell us who were thought to be poor 
by age, sex, race, and working status to compare 
with the data in "Counting the Poor [1] ". Gath- 
ering more and better data on income by sources 
and analyzing it better have been the break- 

101 

throughs of the late sixties. I hope that doing 
the same for consumption of market and non -market 
goods will be the breakthrough of the seventies. 
Besides the problems our pragmatist had to deal 
with, I would include mental illness, disease, 
malnutrition, and crime as topics of such con- 
sumption studies. 

While gathering and analyzing the facts 
are, in my opinion, the most important contribu- 
tions economists can make to social reform, our 
contribution must not end there. The task of 
trying to predict the direct and indirect cost 
of alternative policies is certainly next in 
priority. If errors about characteristics of the 
poor stymied reform in the 60's, our fears about 
the direct costs of ameliorative policies and 
about indirect costs due to the recipients} and 
taxpayers' reactions to these policies may stymie 
reform in the 70's. Unfortunately, excuses may 
be able to stay ahead of refutations, but excuses 
unrefuted never seem to die. 
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INCOME INSTABILITY AS A DIMENSION OF WELFAREa 

Jacob Benus and James Morgan 
Institute for Social Research, University of Michigan 

Economists have long argued that classi- 

fying individuals according to income level in 

any given year may result in an erroneous repre- 

sentation of economic well -being.- That is, 

since some low- income individuals are temporar- 

ily below their "permanent" income level and some 
high -income individuals are temporarily above 

theirs, single year income data may misclassify 
those with income fluctuations. To guard against 
this, many have favored the use of income aver- 

aged over several periods as a measure of "perm- 
anent" income level. With a longer accounting 

period, income level is less likely to reflect 

temporary vagaries, thereby reducing the likeli- 
hood of misclassification. 

Income level, even when it is taken over a 
long accounting period, however, presents only a 

partial picture of economic well -being. That is, 

two persons may experience vastly different in- 

come patterns yet have the same income level. To 

capture such differences in income patterns, add- 

itional parameters such as trend and instability 

are necessary. These parameters not only help 
describe the behavior of income over a period of 
time, but also serve as additional dimensions of 
economic welfare, distinct from income level. 
Clearly, an individual with constant income is in 

a different welfare position from another indivi- 
dual whose income fluctuates unexpectedly - even 
if their average incomes are the same. With a 

stable income, for example, an individual may 
make long -run plans and commitments with confi- 
dence that his income level will continue at a 

steady rate. On the other hand, an individual 
who experiences substantial fluctuation in his 

income is likely to refrain from committing him- 
self to any long -run obligations. 

Since it is easier to adjust to unexpected 
income increases than to unexpected decreases, 
direction of income change (i.e., trend) is 

another important dimension of welfare. That is, 
an individual who experiences sporadic income 
increases is certainly better -off than another 
individual who experiences sporadic decreases, 
even if their level and instability are identi- 
cal. Since instability measures treat income 
increases and decreases identically, one cannot 
distinguish between two such cases using level 
and instability alone. To fully describe an in- 
dividual's welfare position, therefore, one must 
combine three dimensions: level, trend and in- 
stability. 

In this paper we analyze these three dimen- 
sions of economic welfare and examine whether a 
trade -off exists between level, trend and insta- 
bility. In addition, we isolate those subgroups 
in the population who face substantial income 
instability and examine the relationship of these 
parameters within each of the subgroups. 

The data used in this analysis are from the 
OEO Panel Study of Income Dynamics.2 The Panel 
is currently composed of approximately five 
thousand households, many of which have been in- 
terviewed annually since 1968. However, since we 
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focus on head's labor income we restrict our 
analysis to those households with the same family 
head throughout the period, 1968 -1971. Further- 
more, since some family heads voluntarily entered 
or left the labor force during the analysis 
period, we eliminate those who were in the labor 
force less than 1500 hours (i.e., hours worked 
plus hours missed due to unemployment and /or ill- 
ness) during any year. The resulting sample 
following these restrictions is composed of 2326 
individuals. 

Measures of Level, Trend, and Instability 
The availability of four years of income data 

leaves several options for measuring level, 
trend, and instability. The most obvious measure 
of income level is a simple four -year average of 
the annual incomes. Since we are measuring income 
level over a four -year period rather than "perm- 
anent" income as of year four, the simple average 
seems superior to a weighted average of past 
incomes. 

An appropriate measure for income trend is 

less obvious. One measure, however, which is 

recommended by its straightforward interpretation 
is the least- squares slope of the regression of 
income on "time." If we set the origin at the 
mid -point of the period (i.e., T = -1.5, -.5, .5, 

1.5) the equation for the slope of the time trend 
is: 

YT 1.5Y4 + .5Y3 - .5Y - 1.5Y 
t=1 

b = 

t=1 
Tt2 5 

where Yt = head's labor income in year t (hence- 

forth we omit the index of summation when it is 
t =1, ..., 4). 

Still less obvious is an appropriate measure 
for income instability. One possibility is the 

proportion of the variance in income around the 

mean unexplained by the time trend: 

E(Y-Y)2 E(Y-)2 

E(Y-Y)2 

ET2 (2) 
u 

E(Y-ÿ)2 

EY2 (EY)2 
N 

A problem with using ul as the instability mea- 

sure arises when the slope of the trend line 

equals zero. That is, since 
(EYT2 

in equation 
ET 

(2) may also be written as b2ET2, u1 =1 whenever 
b =0. The problem arises since the slope may 
equal zero under very different circumstances. 
For example, an individual with constant income 
over the analysis period would have a zero trend 
slope. At the same time another individual whose 
income varied substantially over the period may 
also end up with a zero slope. In both cases, 



equation (2) yields the same instability measure 
(i.e., u1 =1). Actually this happens very infre- 
quently in practice. 

To avoid the problem of assigning the same 

instability level to all individuals with zero 

time trends, one may use the following insta- 
bility measure: 

E(Y -Y)2 EY2 + E(Y -Y)2 
u2 

EY2 EY2 

(EY)2 (EYT)2 

ET2 

EY2 

(3) 

This measure represents the proportion of the 

total sum of squares around zero unexplained by 
the regression. Using this measure, an individual 
with a constant four -year income would have u2 =0, 
whereas an individual whose income fluctuated but 
with b =0 would have 0 <u2 <1. 

While u2 may solve the problem created by 
zero slopes, it is not necessarily a superior 
measure. The chief difficulty with u2 as an in- 
stability measure is that it is highly correlated 
(negatively) with the income level. On the other 
hand, u is unaffected by the income level since 
it involves only deviations from the mean. These 
points may become clearer with an example. Sup- 
pose two families with initial incomes of $5,000 
and $10,000, respectively, have a $1,000 increase 
between years 1 and 2 and $500 increases there- 
after. Using u2, the instability level of the 
$5,000 family exceeds the instability level of 
the $10,000 family by over three fold; whereas, 
using ul, the instability levels are the same for 
the two families. That is, since four -year income 
of one family is nearly twice the income of the 
second family, squaring income in the denominator 
of u2 results in a substantially lower instabil- 
ity level for the higher income family. Since the 
denominator of ul involves only deviations from 
the mean, both families exhibit the same insta- 
bility. 

Another possibility for an instability mea- 
sure is the coefficient of variation: 

u3 (4) 
T-1 

It may be thought of as a measure of relative 
income variation since it involves a ratio of the 
standard deviation of income to its mean. Thus, 
if the standard deviation were one- quarter the 
level of income, u3 would equal .25. This mea- 
sure, like the previous one, is strongly nega- 
tively correlated with income level. In computing 
the coefficient of variation (or any of the other 
measures of level, trend, and instability for 
any group, we first calculate the parameter for 
each individual in the group and then average 
over the entire group. 

One deficiency with each of these instability 
measures is that they do not differentiate be- 
tween increases and decreases in income. Since 
only unexpected decreases are likely to cause 
difficulties we present in addition to the insta- 
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bility measures, measures which consider only in- 
come decreases. Several such measures suggest 
themselves. If one assumes, for example, that 

individuals expect income to continue at the 

previous year's level, then an appropriate mea- 
sure for unexpected decreases is the relative de- 
cline from the previous year's income. On the 
other hand, it may be argued that a more appro- 
priate measure is the relative decline from pre- 
vious -peak income since individuals adjust slowly 
to income decreases. The list of potential mea- 
sures may be extended ad infinitum if we consider 
various possible weights for declines with dif- 
ferent time lags. To avoid this difficulty we 
present only the first two measures, i.e., the 

sum of annual declines from previous -year income 
and the sum of annual declines from previous -peak 
income 

Empirical Results 

Since one objective of this paper is to ex- 
amine the trade -off between level and instability 
for various subgroups, one important criterion in 
choosing an instability measure is that it be 
realtively uncorrelated with income level. Other- 
wise, the trade -off that we observe may be domin- 
ated by the subgroup income level, thereby hiding 
any behavioral differences that may exist. While 
each of the proposed instability measures is in- 
versely correlated with income level (see Table 
1), the measure least correlated with income 
level is the unexplained variation around 
the trend. In fact, the fraction of the total sum 
of squares explained by income (i.e., ETA2) is 

.020 for ul as compared with .084 and .107 for u2 
and u3, respectively. As a result, we choose ul 
as our instability measure. 

The average instability level for our sample 
of 2326 households is .42, the four -year average 
of head's labor income and the annual income 
trend are $9,250 and $734, respectively. The 
relationship among these parameters may be sum- 
marized by the following correlation coefficients 
for each pair of parameters: 

.43 

level trend 

-.10 -.32 

instability 

As expected, the correlation between level and 
instability is negative and relatively weak. The 
correlation between level and trend, on the other 
hand, is positive and quite strong. However,since 
absolute income trend is automatically correlated 
with income level (since large annual increases 
in income lead to high income), we replace abso- 
lute trend by relative trend (i.e., absolute 
trend divided by level): 

level 

.07 

-.10 

relative 
trend 

-.37 

Instability 

The effect of this substitution is to reduce the 
correlation between trend and level to .07 from 
.43. Thus, both the correlation between level 
and relative trend as well as the correlation be- 



Table 1 

Measures of Income Instability by Income Level 

(same head and in the labor force at least 1500 hours each year, N 2326) 

Head's 4 -year 
Average 

Labor Income 

E(Y-Y)2 E(Y-Y)2 
u 

Y 2 
u2 

Under $2000 1.2 .50 .08 .48 

$2000 - 3999 7.9 .52 .04 .28 

$4000 - 5999 16.4 .45 .02 .23 

$6000 - 7999 21.9 .43 .02 .20 

$8000 - 9999 18.4 .39 .01 .17 

$10,000 - 11,999 13.2 .37 .01 .16 

$12,000 - 14,999 11.6 .40 .01 .16 

$15,000 - 19,999 5.7 .34 .01 .19 

Over $20,000 3.6 .34 .02 .23 

TOTAL OR AVERAGE 100.0 .41 .02 .20 

ETA2 .020 .084 .107 

tween level and instability are relatively weak. 
The relationships, however, are in opposite dir- 
ections; high (low) income level is associated 
with high (low) relative trend and low (high) in- 

stability level. The third pair of parameters, 
relative trend and instability, exhibits a rela- 
tively strong, negative correlation. Thus the 
higher the relative trend, the lower the in- 

stability level. 
In order to examine whether the same rela- 

tionships among the parameters persist for sub- 
groups with various levels of instability, we em- 
ploy an AID analysis to isolate groups with dif- 
ferent instability levels. The results, present- 
ed in Figure 1, indicate that the most important 
determinant of income stability is occupation. 
The self -employed and the farmers have the high- 
est level of instability; the white collar occu- 
pation, the lowest. For the remainder of the 
population other important determinants of income 
instability are size of largest city, race, and 
education. In highly urbanized areas those with 
less than a high school education have substan- 
tial instability. In less urbanized areas it is 
the blacks who face substantial instability.3 

in Table 2 we present for each of the six 
final subgroups of the AID tree the estimates of 
the parameters discussed above. The results sug- 
gest an inverse relationship between income level 
and instability across groups; for example, the 
white collar group (#2) has the highest income 
level and the lowest instability level. The rela- 
tionship, however, is not monotonic. The self - 
employed and farmer group (#5) has the highest 
instability level, yet its income level is higher 
than several other subgroups. Thus, we may con- 
clude that low- income subgroups do not necessar- 
ily suffer greater instability, but the tendency 
is in that direction. 

The relationship between level and absolute 
trend, on the other hand, is positive. Those who 
experience large annual income increases tend to 
have high income levels. Again this relationship 
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is not monotonic with group 5 (self -employed and 

farmers), for example, receiving the lowest in- 

come increases of any group, but with one of the 
highest income levels. Substituting relative 

trend for absolute trend nearly eliminates the 
positive relationship between trend and level 

found above. For example, groups 2 and 8 (with 

the highest and lowest income levels, respect- 

ively) have the two highest relative trends. 
The relation between trend and instability 

completes the matrix of inter -relationships. We 

observe a strong inverse relationship between 
absolute trend and instability; however, between 
relative trend and instability the relationship 
is weak. The latter result is surprising inas- 
much as the micro correlation between relative 
trend and instability is stronger than the cor- 
relation between absolute trend and instability. 
This finding suggests that while some subgroups 
exhibit both a high relative trend and high 
instability, the micro correlations within these 
groups is negative (i.e., high relative trend is 
associated with low instability). For example, 
group 8 has a high average relative trend as well 
as a high average instability level, yet within 
the group the correlation between relative trend 
and instability is negative. 

Further examination of the correlations 
within the AID subgroups reveals substantial dif- 
ferences across groups. For example, for group 5 

(i.e., self -employed and farmers) the correla- 
tion between relative trend and instability is 
only -.11; for the remaining subgroups the cor- 
relation is at least three times as large. We 
may, therefore, conclude that for most of the 
sample high relative trend is associated with in- 
come stability. For the farmer and self -employed 
group, however, this association is rather weak. 

Another interesting result that may be drawn 
from Table 2 is that, while the correlation 
between level and relative trend is positive for 
the sample as a whole, it is negative for several 
subgroups (i.e, groups 8, 9, and 10). An exam- 



Figure 1 

AID on Instability (u1) of Head's Labor Income 

(same head and in the labor force at least 1500 hours each year) 

Variation explained = 7.1% 

2 

WHITE COLLAR 

N 785 

.34 

6 

LARGEST CITY 
<100,000 

N = 545 
.ul = .41 

9 

NON -BLACK 

1 

ALL 

N = 2326 
u. = .42 

4 

OTHER OCCUPATION 

N = 1342 
= .45 

8 

BLACK 

3 

BLUE 

N = 1541 
= .47 

SELF -EMPLOYED 
AND FARMER 
N - 199 
u1 = .59 

7 

LARGEST CITY 

N = 797 
= .49 

11 

AT LEAST SOME 
HIGH SCHOOL 

10 

LESS THAN 
HIGH SCHOOL 

N = 371 N = 174 N = 526 N = 271 
u1 = .39 u1 = .53 = .46 = .54 

aWhite collar group includes: professionals, managers, clerical and sales workers and 
miscellaneous occupations. 

bBlue collar group includes: self -employed, craftsmen, operatives, laborers and farmers. 

ination of the income level reveals that these 
three groups represent the lowest income groups 
in the sample. As a result, we suspect that the 
negative correlations reflect the fact that small 
absolute changes are likely to represent large 
relative changes for those with very low incomes. 
Thus, our choice of relative rather than absolute 
measure of trend leads to negative correlations 
for the lowest income groups. Since the results 
depend so heavily on the measure used, care must 
be exercised in their interpretations. 

A comparison of our instability measure (u1) 
with a measure which corresponds closer to econ- 
omic difficulties (i.e., sum of relative declines 
in income) results in the same ordering of the 
six subgroups. The self -employed and farmer 
groups, for example, have both the highest in- 
stability and the highest relative decline from 
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previous -peak income. The latter measure, how- 
ever, indicates that this group suffered twice 
the declines of any other subgroup; whereas the 
instability measure suggests only slightly higher 
instability for the group. Thus, while the two 
measures yield a similar ordering of the groups, 
the relative decline measure may more accurately 
describe the severity of the economic difficul- 
ties. 

Conclusion 
In this paper we analyzed the relation- 

ship among three dimensions of economic welfare: 

level, trend, and instability. We observed, for 
example, a negative correlation between level and 
instability and between relative trend and insta- 
bility; between level and relative trend, on the 
other hand, we observed a positive correlation. 



However, an examination of these correlations 
within selected subgroups revealed substantial 
differences across groups. Since our conclusions 
depend heavily on the subgroups selected for an- 
alysis, as well as the measures chosen to repre- 
sent the welfare dimensions, further research in 
this area is required. 

Table 2 

Footnotes 

aThis analysis as well as the data collection for 
the Panel Study of Income Dynamics was funded by 
the Office of Economic Opportunity. 

1See Milton Friedman, A Theory of the Consumption 
Function, Princeton University Press, 1957. 

2For a complete description of the study see: 
James Morgan, et. al., A Panel Study of Income 
Dynamics, Study Design, Procedures, Available 
Data, 1968 -1971. Institute for Social Research, 
1971. 

3Variables which proved unimportant include: age, 
sex, region, and size of family. 

Level, Trend, Instability, and Their Correlations for Various Subgroups 

Group Average Correlation Of: 

roup 

umber Description N Level 
Absolute Relative 
Trend Trend 

Insta- 
bility 

Level & 
Relative 

Trend 

Level & 
Insta- 
bility 

Relative 
Trend & 
Insta- 
bility 

2 A. White collar 785 $11,602 $1,086 .092 .34 .02 -.01 -.40 
B. Blue collar 

5 1. Self- employed and farmers 199 7,643 341 .025 .59 .16 -.07 -.11 
2. Other occupations 

a. Largest city <100,000 
8 1) Black 174 4,450 427 .105 .53 -.15 -.17 -.51 
9 2) Non -black 

b. Largest city >100,000 
371 7,149 549 .079 .39 -.05 -.10 -.37 

1) Less than high school 271 6,681 398 .060 .54 -.04 .17 -.48 
Li 2) Some high school or 

more 526 8,494 513 .058 .46 .06 -.07 -.39 

1 ALL 2326 9,250 734 .074 .42 .07 -.10 -.37 

dotes: Level = 4 -year average of head's labor income 
Trend = least -squares regression of income on "time." 
Instability = proportion of variance unexplained by regression 

Table 3 

Instability and Sum of Relative Declines for Selected Subgroups 

Group 
Number Description 

2 A. White collar 
B. Blue collar 

5 1. Self -employed and farmers 
2. Other occupations 

a. Largest city <100,000 
8 1) Black 
9 2) Non -black 

b. Largest city >100,000 
10. 1) Less than high school 
11 2) Some high school or 

more 

1 ALL 

Instability 

(u1) 

.34 

.59 

.53 

.39 

.54 

.46 

.42 
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Sum of Relative Declines 

Previous 
Year 

9.7 

36.4 

20.1 
16.6 

20.1 

14.2 

15.5 

Previous 
High 

12.1 

49.9 

24.5 
18.2 

24.6 

20.7 

19.8 



PREPARING ECONOMIC AND SOCIAL PERSPECTIVES FOR FAMILIES UNRELATED INDIVIDUALS 
FROM THE CURRENT POPULATION SURVEY 

Murray S. Weitzman 
Social and Economic Statistics Administration, Bureau of the Census 

I. Introduction 

There is still to this day and I imagine 

there will be for a long time to come, a not in- 
significant amount of useful and meaningful income 
information locked up in the considerable pile of 
data amassed each year. This material can be re- 
leased and used profitably in stimulating and 
furthering income research through examining dif- 
ferent functional uses of the data, coupled with 
innovative formulations of strategies, quantita- 
tive applications, and table designs. 

In this paper I want to describe and discuss 
two sets of analytic income tables. One set of 
tables is now published annually but has not been 
featured in any analytic presentation and mayhave 
gone unnoticed in the plethora of detailed tables 
that the Bureau of the Census publishes. The 
other set of tables is part of a larger goal that 
revolves around casting income and other economic 
statistics into modules or entities. Both sets 
of tables can be used directly and effectively in 
economic and social analyses and also can be inte- 
grated into a system of economic and social ac- 
counts. These two sets of tables represent efforts 
to complement and expand the information and ana- 
lytic potential of the main series ofincome tables 
pertAining to families, unrelated individuals, and 
persons and which are presented in the Bureau's 
annual P -60 Current Population Report on Consumer 
Income. The income data in the P-60 report are 
presented primarily as income size distributions 
cross -classified by a wide - ranging variety of var- 
iables covering differing geographic, demographic, 
social, and economic elements. For the set of pub- 
lished analytic tables the initial objective was 
to bring together as many variables as practical 
that are scattered among different tables in the 
P -60 report in order to describe the characteris- 
tics of families at different income class inter- 
vals. Presenting data in this kind of format has 
been instrumental in germinating the idea of pre- 
paring an illustrative set of economic and social 
account type tables. The current goal is to organ- 
ize economic and social data around important and 
sufficiently different groups of persons who dis- 
play significantly different responses and per- 
formances within the context of economic and 

social conditions, emphasizing at the same time 
the additive features associated with the data. 

II. Published Analytic Tables 

The first six detailed tables in the Current 
Population Reports, "Income in 1969 of Families 
and Persons in the United States," Series P -60, 
No. 75, pages 19 to 22, some of which are repro- 
duced here, are designated as published analytic 
tables. Income in 1969 is chosen to discuss their 
content because the data available for the experi- 
mental tables are for that year. 

The first table in the series (table 1 and 
shown here as table A) sharply delineates the 
direct relationship on the average between in- 
creases in family income in terms of mean family 
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income or per capita income and increases in the 
number of persons per family, earners per family, 
and median school years completed by the head. 

The ratio of =earners to earners statistic 
in table A is an inverse variant of earners per 
family and the ratio varies inversely with income,. 
The median age of head by income class is a re- 
versed jay -shape curve "V", with higher older 
ages, about 62 years of age, at the lower part 
of the income scale and lower older ages, 50 years 
of age, beginning at the $25,000 income level. 
Within a broad band of income, ranging from $7,000 
to $14,999, the median age of head approximates 
42 years. 

The three following tables in the published 
set of analytic tables (tables 2, 3, and 4) are 
in the form of cumulative percent distributions 
of aggregate family income, number of families, 
and some of the variables used in table 1, plus 
the number of years of school that the head com- 
pleted and the number of weeks that the head 
worked the previous year. Table 2 is reproduced 
here as table B. Some of the interesting obser- 
vations that can be gleaned from the three tables 
are summarized in table C. Table C presents 
ratios based on the cumulative percent distribu- 
tions between aggregate family income of specific 
universes and selected family characteristics 
within these universes at four income plateaus- - 

$5,000, $10,000, $15,000, and $25,000. The infor- 
mation in the table suggests that where there is 
some indication within a selected universe of 
greater response and uniformity of effort of 
family heads and members of the family to the 
economic product of the country than the average, 
the aforementioned ratios are lower and also tend 
to increase at a slower rate at the different in- 
come plateaus (in all cases for the first three 
plateaus) than the ratios for all families. This 
observation applies to all earners in families, 
family head with 4 or more years of college, and 
family head who worked year round full time. The 

situation is reversed for families in which the 
head has no more than an elementary school educa- 
tion or did not work last year. 

Estimates of Gini ratios, a summary measure 
of income concentration, by selected family char- 
acteristics tend to support the observation that 
the greater the homogeneity in family. Character- 
istics the more likely that the ratios of per- 
cents of aggregate family income to percents of 
family characteristics will be lower than for 
family characteristics which exhibit greater het - 
erogenity. As shown in the Bureau of the Census 
Technical Paper No. 17, "Trends in the Income of 
Families and Persons in the United States: 1947- 

1964," table 32, the Gini ratio for families 
tends to be lowest (less income concentration) 

for families with heads who worked year round full 

time the previous year and highest (more income 

concentration) for families with heads who did 

not work the previous year. The Gini ratio -for 

1964 for all families was .352, for families with 



Table A.--SUMMARY MEASURES OF FAMILY CHARACTERISTICS, BY TOTAL MONEY INCOME IN 1969 

(Social and demographic estimates of March 1970. They exclude inmates of institutions but include members of the Armed Forces in 
the United States living off post or with their families on post. Dollar estimates relate to income received in 1969) 

Total money income 

All 
families families 

(thousands) 

Mean 

y 
(dollars) 

capita 

income 

(dollars) 

Average number of -- 

Earners 

family 

Ratio 

non- 

earners 
to 

earners1/ 

Median 

age 

of 
head 

Median 

years years 
completac 

head 

Persona 
per 

family 

Related children 

Per 
family 

Per 
family 
with 

children 

Total 51,237 10,577 2,919 3.62 1.36 2.34 1.69 1.14 45.6 12.2 

Under $1,000 804 51 17 3.02 1.30 2.27 0.71 3.27 47.6 9.8 

$1,000 to $1,499 670 1,255 434 2.89 1.07 2.37 0.71 3.05 58.2 8.2 

$1,500 to $1,999 930 1,750 632 2.77 0.87 2.28 0.66 3.17 62.3 8.3 

$2,000 to $2,499 1,231 2,234 805 2.78 0.89 2.28 0.69 3.00 61.8 8.6 
$2,500 to $2,999 1,140 2,736 946 2.89 0.92 2.39 0.79 2.66 61.9 8.5 
$3,000 to $3,499 1,328 3,224 1,014 3.18 1.16 2.59 1.01 2.15 56.7 8.7 
$3,500 to $3,999' 1,377 3,739 1,176 3.18 1.15 2.72 1.02 2.11 54.2 8.9 
$4,000 to $4,999 2,752 4,475 1,354 3.30 1.24 2.48 1.23 1.69 50.5 9.3 

to #5,999 3,033 5,457 1,586 3.44 1.33 2.44 1.43 1.41 44.9 10.4 

$6,000 to $6,999 3,281 6,436 1,814 3.55 1.41 2.39 1.50 1.36 43.3 11.4 

$7,000 to $7,999 3,726 7,453 2,077 3.59 1.42 2.33 1.55 1.32 42.5 12.0 

$8,000 to $8,999 3,787 8,443 2,323 3.63 1.46 2.32 1.63 1.23 41.4 12.2 

$9,000 to $9,999 3,602 9,447 2,559 3.69 1.45 2.28 1.76 1.10 41.9 12.2 

$10,000 to $11,999 6,662 10,876 2,907 3.74 1.49 2.31 1.83 1.04 41.9 12.4 

$12,000 to $14,999 7,020 13,280 3,434 3.87 1.49 2.32 2.05 0.89 43.7 12.5 

415,000 to $24,999 8,005 18,284 4,602 3.97 1.38 2.27 2.34 0.70 46.8 12.8 

$25,000 to $49,999 1,665 
35,786 8,819 4.06 1.25 2.30 2.37 0.71 50.4 15.6 

$50,000 and over 224 4 1.47 2.39 1.77 1.26 50.0 16.5 

1/ The number of all persons without earnings in families divided by the number of persons 14 years old and over with earnings in 

families. 
Restricted to families with head 25 years old and over. 

Source: U.S. Bureau of the Census, Current Population Reports, Series No. 75, "Income in 1969 of Families and Persons in the 

United States," U.S. Government Printing Office, Washington, D.C., 1970, table 1, page 19. 

Table B.-- CUMULATIVE PERCENT DISTRIBUTIONS OF SFT,FCTED FAMILY CHARACTERISTICS, BY TOTAL MONEY INCOME IN 
1969 

(Numbers in thousands) 

Total money income 
All 

families 
family 

Total 
persons 

in 

families 

Total 
related related 
children 

families/ 

All 
earners 
in 

families 

Total 51,237 $541,934,000 185,396 69,786 86,711 

CUMULATIVE PERCENT DISTRIBUTION 

Under $1,000 1.6 (Z) 1.3 1.5 0.7 

Under $1,500 2.9 0.2 2.3 2.5 1.2 
Under $2,000 4.7 0.5 3.7 3.7 1.9 
Under $2,500 7.1 1.0 5.5 5.3 2.9 
Under $3,000 9.3 1.5 7.3 6.8 3.9 
Under $3,500 11.9 2.3 9.6 9.0 5.5 
Under $4,000 14.6 3.3 12.0 11.3 7.1 
Under $5,000 20.0 5.6 16.9 16.2 11.0 

Under $6,000 25.9 8.6 22.5 22.0 16.0 
Under $7,000 32.3 12.5 28.8 28.6 21.7 
Under $8,000 39.6 17.7 36.0 36.2 28.3 
Under $9,000 47.0 23.6 43.4 44.1 35.4 
Under $10,000 54.0 29.9 50.6 51.6 42.7 
Under $12,000 67.0 43.2 64.0 65.8 56.8 
Under $15,000 80.7 60.5 78.6 80.8 73.4 
Under $25,000 96.3 87.5 95.8 96.6 95.0 

Z Less than 0.05 percent. Distributed by income levels of their families. 
Source: U.S. Bureau of the Census, Current Population Reports, Series P -60, No. 75, "Income in 1969 of 

families and Persons in the United States," U.S. Government Printing Office, Washington, D.C., 1970, table 
2, page 19. 
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Table C. AND THE TO ABOVE =15.000. $25,000 

of 
of data 

of 
Ratios of th. 

to 

above $5,000 

Percent of 

at 

Ratios of - 
f i 
income 

Percent of 

at 

Ratios of 

above $15,000 

of 

st 
1...1 

to 

shore $25,000 
level level level level 

, 

Table 

100.0- (5.6W (X) 100.0.429.9) (X) (I) 100.0- (87.5) (I) (I) (I) (I) (I) 

follies 103.0 -(20.0gí 1.1811/ 100.0- (54.0) 1.5211 2.0511 100.0 100.0 100.0 100.0 

On 
(16.9) 1.14:1 100.0- (50.6) 1.4281 100.0- (78.6) 1.85:1 100.0.- (95.8) 2.98.1 96.6 93.4 90.2 88.2 

Total rutted in 
(51.6) 1.45:1 (80.8) 2.06:1 %.6) 95.4 100.5 108.9 

All On li 
100.0- (16.2) 1.13,1 100.0 100.0.- 

(95.0) 
100.0..(11.0) 1.06:1 100.0- (42.7) 1.22:1 100.0- (73.4) 1.4811 103.0- 2.50:1 89.8 03.3 72.2 

Table 25 OLD 

(5.2) (I) 100.0- (28.2) (I) 58.9) (I) 100.0- (86.9) (I) (I) (I) (I) (X) 

All (19.2) 1.17:1 100.0 (52.1) 1.50:1 100.0- (79.5) 2.00:1 100.0- (96.1) 3.3681 99.2 98.7 97.6 99.4 

100.0- (15.1) (I) 100.0- (51.2) (X) 100.0- (79.3) (X) (95.9) (I) (I) (X) (X) (X) 

100.0- (38.7) 1.38:1 100.0- (75.3) 1.98:1 100.0- (92.6) 2.80:1 100.0- (99.3) 116.9 130.3 136.6 173.1 

Aggregate 100.0- (3.0) (X) 100.0- (27.5) (I) (63.3) (X) 100.0- (91.5) (X) (X) (X) (X) (I) 

All families 103.0- (11.2) 1.09:1 100.0- (46.8) 1.36 101.0- (80.1) 1.84:1 100.0- (97.4) 3.27:1 92.4 89.5 89.8 96.7 

100.0- (0.9) (I) 103.0- (9.2) (I) 100.0- (31.3) (X) 103.0- (68.5) (X) (X) (I) (X) (X) 

All f se 100.0- (5.0) 1.04 :1 (22.1) 1.17 :1 100.0- (51.9) 1.43 100.0- (85.4) 2.160. 88.1 77.0 69.8 63.9 

Table 

103.0- (2.0) (I) 100.0- (22.8) (X) 100.0- (55.3) (X) 100.0- (85.8) (X) (X) (I) (X) (X) 

All 
100.0.- (7.3) 1.06 :1 100.0- (40.9) 1.31:1 103.0 -(74.3) 1.74 100.0- (95.2) 2.96.1 86.2 84.9 87.6 

not work 1969 

100.0- (31.3) (X) 100.0- (65.6) (X) 100.0.- (82.8) (X) 100.0.- (94.7) (I) (X) (I) (I) (X) 

t 100.0.- (62.3) 1.8211 100.0- (88.3) 2.94 :1 100.0- (95.9) 4.20:1 100.0- (99.4) 8.83:1 154.2 193.4 204.9 261.2 

1/ of ratio: -( .6) 94.4 100.0- 620.0) 1.18 
I Not 

B in tea tablas 3 4 included in Appendix A. 

heads who worked year round full time- -.301, and 
.452 for families with heads who did not work in 
1964. 

The fifth table in the published set combines 
the cumulative distribution of aggregate family 
income and the component sources of such income. 
Aggregate family income is presented as a cumula- 
tive percent distribution and the sources of in- 
come as a percent distribution by income class 
intervals. Although there are many interesting 
relationships that can be drawn from this table 
as it now stands, the task of interpretation can 
benefit from some calculations to obtain the abso- 
lute dollar estimates on which the table is based. 
These estimates are shown here in table D to 
assist people who may find table 5 in the pub- 
lished report of some interest. This table points 
up the very substantial role of the Government in 
contributing to money income for families with in- 
comes under $5,000 in 1969 and its rapidly dimin- 
ishing role in the higher income intervals as the 
earnings component of income becomes increasingly 
more important. 

The last of the six tables in the published 
series supplements the previous tables by showing 
specified characteristics of families as a per- 
cent of all families, by total money income. 

III. Economic and Social Perspective Tables 

The income and related 1969 data from the 
March 1970 Current Population Survey have been 

rearranged to produce a set of tables that in my 
view have the attributes required for the estab- 
lishment of a network of annual economic and social 
accounts linking the activities and contributions 
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of significant and identifiable groups of persons 
to the economy and to the economic position of the 
family. The tables try to systematically describe 
the commitment and efforts put forth by heads of 
different groups of families, unrelated individu- 
als, and persons in producing the economy's out- 
put in terms of current labor force status and for 
such earnings and income- generating factors 
worked last year, worked full time or part time 
last year, education, and age. This information 
for heads, for example, is linked to the numbers 
of persons in the specific family group and aggre- 
gate family income. From these relationships, com- 
parisons are derived indicating the economic con- 
tributions of the family head, average family size, 
per capita income, and other measures. 

There is an extensive variety of possible 
combinations of family, unrelated individual, and 
persons groups for which individual tables can be 
prepared and summed to larger aggregates since the 
base file for this experimental work has been tab- 
ulated by two race breaks (Negro, and white and 
other), three income breaks, and the aforementioned 
variables. The package of experimental tables, 
which is available by writing to the author2is in- 
tended to illustrate the potential of this type of 
presentation for economic and social accounts. In- 

cluded in the package are all families, families 

headed by females, and two sets of tables for male 
heads, one emphasizing weeks worked and the other 

worked full time last year, education, and age by 
three family income breaks -less than the low econ- 
omy standard budget, more than the low economy 
standard budget but less than $10,000, and more 
than $10,000. 



Table D.- - AGGREGATE MONEY INCOME OF FAMILIES BY TYPE OF INCOME, BY TOTAL MONEY INCOME IN 1969 

(In millions of dollars) 

Aggregate family money income 

Total 
money income 

Total 
aggregate 
income 

Earnings 

Total 

Wage 
or 

salary 
income 

Nonfarm 
self 

employment 
income 

Total.. 542,174 483,296 434,295 40,916 
CUMULATIVE 
DISTRIBUTION 

Under 1,000.. 370 176 176 
Under 1,500.. 1,210 402 33 
Under $2,000.. 2,836 931 799 52 
Under $2,500.. 5,582 1,864 1,556 128 
Under $3,000.. 8,700 2,994 2,514 186 
Under $3,500.. 12,983 5,172 4,306 424 
Under $4,000.. 18,134 7,943 6,776 577 
Under $5,000.. 30,448 16,026 13,837 1,134 

Under $6,000.. 47,004 28,934 25,303 2,087 
Under $7,000.. 68,119 46,810 41,591 3,216 
Under $8,000.. 95,891 71,343 64,299 4,581 
Under $9,000.. 127,863 100,426 91,394 5,993 
Under $10,000. 161,892 131,756 121,023 7,267 
Under $12,000 234,339 199,828 184,490 10,872 
Under 327,561 287,416 266,502 15,340 
Under $25,000 473,916 424,275 392,151 25,041 

Income other than earnings 

Farm 
self - 

employment 
income 

Total 

Social 
Seourity 
and 

Government 
Railroad 

Retirement 

Dividends, 
interest, 
net rental 

income, 
income 
estates or 
trusts 

Public 
Assistance 

and 
Welfare 
payments 

Unemployment 
and 
compensation, 
Government 
employee 
pensions, 
Veteran, 

payments 

Private 
pensions, 
annuities, 
alimony, 

royalties, 
etc. 

8,085 

34 
80 

180 

294 

442 
590 

1,055 

1,544 
2,003 

2,463 
3,039 
3,466 
4,466 
5,594 
7,083 

58,879 

194 

741 
1,905 

3,718 
5,706 
7,811 

10,191 
14,422 

18,070 
21,309 

24,548 
27,437 
30,136 
34,511 
40,145 

49,641 

16,333 

92 
382 

1,058 

2,056 
3,130 
4,200 
5,365 
7,310 

8,908 
10,064 
11,107 
11,894 
12,663 
13,667 
14,793 
16,005 

20,688 

21 

53 
103 
192 

351 
524 
749 

1,260 

1,817 

2,457 
3,257 
4,013 

4,768 
6,164 
8,503 

13,656 

3,765 

49 
208 

517 
939 

1,378 
1,798 
2,140 
2,629 

2,863 
3,109 
3,264 
3,380 
3,475 
3,547 
3,643 
3,745 

9,100 

5 

30 

235 
416 
619 
903 

1,507 

2,182 
2,703 
3,388 
4,017 
4,584 
5,704 
6,938 
8,587 

8,993 

27 
68 
139 

296 
431 
670 

1,034 
1,716 

2,300 
2,976 
3,532 
4,133 
4,646 
5,429 
6,268 
7,648 

- Represents zero. 

l/ Excludes net losses, therefore the data shown here are not strictly comparable with the aggregate income shown in table 2 which in- 
cludes net losses. Moreover aggregate negative amounts in nonfarm and farm self-employment income were changed to zero values in all 
computations. 

Source: U.S. Bureau of the Census, Current Population Reports, Series P-60, No. 75, "Income in 1969 of Families and Persons in the 
United States," U.S. Government Printing Office, Washington, D.C., 1970, based on table 5, page 21. 

Family income below the low economy standard 
budget is based on the 1969 family income cutoffs 
established for use in connection with the Bureau 
of the Geneve statistics on the characteristics of 
the low income population. Family income below 
the low economy standard budget is a variable 
measure depending primarily upon size of family, 
presence and number of family members under 18 
years of age, sex of head, and farm and nonfarm 
residence and a nutritionally adequate food plan 
that could be implemented under temporary or emer- 
gency conditions when funds are low. References 
to the work in this area of the Department of Agri- 
culture, of Mollie Orshansky of the Social Security 
Administration, and a summary of the 1969 income 
cutoffs are presented in the Current Population 
Report on Consumer Income, P -60, No. 76, pages 17 
to 20. 

The estimates of average income and earnings 
of persons 14 years old and over in the economic 
and social perspective tables relate to all persons 
in a given group irrespective of whether they have 
income or earnings from a particular income source. 
This procedure differs from the one used for the 
persons tables that appear in the P-60 Consumer In- 
come Reports. In these reports income distribu- 
tions, and median and mean income estimates are re- 
stricted to persons with income particular types 
of earnings. Both procedures are acceptable con- 
sidering the respective objectives the two kinds 
of tables. In presenting income size distributions 
by type of income, it is inappropriate, for example, 
to include persons who are proprietors and receive 
zero wages and salaries with persons who receive 
wages and salaries. In contrast the all persons 
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concept is used in the economic and social.perspec- 
tive tables because of the reliance on a modular or 
entity approach in which the different attributes 
and performances of diverse population groups are 
summed to totals. 

Tables E and Et illustrate the presentation 
of the economic and social perspective for all 

families with male heads utilizing the stub that 
emphasizes worked full time, education, and age. 

At this methodological stage of the project 
in which the emphasis is on the skeletal structure 
of the system, the table presentation has been kept 
relatively unencumbered. The modular approach to 
the tables, however, permits a great deal of flex- 

ibility in adding or subtracting modules. For ex- 
ample, the column on number of persons in families 
can be decomposed into different family relation- 
ships and sex and age characteristics. Similarly, 
the income data detail can be expanded different 
sources of income. The occupational variable has 
not been tabulated in the present file used in this 
work in an effort to keep the volume of printouts 
from ballooning to unmanageable proportions. Also 
the limited size of the CPS sample, 50,000 house- 
holds, would result in a still smaller number of 
observations in a cell than the file now contains. 
Of course, it is possible to collapse the detail 
for other than occupation variables, to obtain 
more observations per cell. The 1970 Census of 
Population and Housing, through its associated 
package of basic tapes and the various sample 
tapes makes available many if not all of the var- 
iables used in the CPS and thus represents an im- 
portant data source for the preparation of tables 
for national and less than national universes. 



Table AND SOCIAL MALE WITH MALE FULL TINE IUH 1970 
NUMBER OF PERSONS FAMILIER, FAMILY AID EARNINGS AID 

(Booial and demographic estimates as of March 1970. They exclude inmates of institutions but include .embers of the Armed Forces the United States living off post or with 
their families on post. Dollar estimates relate to income received in 190. timbers not odd to totals because of founding) 

of 
of lumber of 

(lm 

Aggregate 

t. of male 

( 
of dollars) 

Throat distribution 

of 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Total population 45,658.5 167,100 508,910 398,700 360,600 100.0 100.0 100.0 100.0 100.0 

Civilian population 44,647.5 163,369 500,469 391,710 353,741 97.8 97.8 98.3 98.2 98.1 

Civilian labor force 38,516.4 147, 200 462 ,775 367,600 348,300 84.4 90.9 92.2 96.6 

Employed 37,511.8 143,400 453, 743 ,900 342,300 82.2 85.8 89.1. 90.5 94.9 

Worked full time last year 35,814.1 138,600 441,480 352,900 337,400 78.4 82.9 86.7 88.5 93.6 
Under 25 years 2,256.0 6,625 17,996 13,820 13,620 4.9 4.0 3.5 3.4 3.8 

than 8 years 70.0 252 430 340 338 0.2 0.2 0.1 0.1 0.1 
years 104.8 347 658 539 533 0.2 0.2 0.1 0.1 0.1 

High -1 to 3 years 454.8 1,415 3,195 2,601 2,570 1.0 0.8 0.6 0.7 0.7 
High years 1,121.3 3,286 9,235 7,148 7,080 2.5 2.0 1.8 1.8 2.0 

College -1 to 3 years 361.0 981 3,095 2,231 2,161 0.8 0.6 0.6 0.6 0.6 

College -4 or more years 144.2 343 1,383 956 941 0.3 0.2 0.3 0.2 0.3 
College -4 years 119.4 280 1,185 810 799 0.3 0.2 0.2 0.2 0.2 

College or more yearn 24.8 63 199 142 0.1 (Z) (Z) (Z) (2) 

25 to 44 17,762.1 78,453 211,405 177,300 172,600 38.9 46.9 41.5 44.5 47.9 

then 1,106.5 5,737 8,889 6,881 6,744 2.4 3.4 1.7 1.7 1.9 
1,205.9 5,895 11,269 8,952 8,768 2.6 3.4 2.2 2.2 2.4 

High school -1 to 3 years 2,853.7 13,190 28,751 23,083 22,540 6.3 7.9 5.6 5.8 6.3 
High schoo1-4 years 6,875.1 29,908 77,317 64,470 63,180 15.1 17.9 15.2 16.2 17.5 
College -1 to 3 2,462.4 10,269 31,691 26,600 25,940 5.4 6.1 6.2 6.7 7.2 
College -4 or more 3,258.4 13,653 53,483 47,300 45,370 7.1 8.2 10.5 11.9 12.6 
College --4 years 1,799.6 7,546 27,991 24,640 23,630 3.9 4.5 5.5 6.2 6.6 
College --5 or more years 1,458.9 6,107 25,494 22,660 21,740 3.2 3.7 5.0 5.7 6.0 

45 to 64 14,804.8 51,108 201,271 153 ,300 32.4 30.6 39.5 38.4 40.1 
than 8 years 1,786.8 6,667 16,062 11,000 10,600 3.9 4.0 3.2 2.8 2.9 

Elementary -8 years 2,179.3 7,175 22,748 16,770 16,060 4.8 4.3 4.5 4.2 4.5 
High school -1 to 3 years 2,656.4 8,821 31,917 23,180 22,090 5.8 5.3 6.3 5.8 6.1 
High school -4 years 4,678.5 15,826 63,487 47,640 45,020 10.2 9.5 12.5 11.9 12.5 
College --1 to 3 years 1,599.2 5,486 26,176 20,620 19,090 3.5 3.3 5.1 5.2 5.3 
College -4 or more years 1,904.5 7,133 40,874 34,130 31,710 4.2 4.3 8.0 8.6 8.8 
College -4 years 1,046.8 21,026 17,560 2.3 2.4 4.1 4.4 4.5 
College -5 or more years 857.7 3,187 19,848 16,570 15,430 1.9 1.9 3.9 4.2 4.3 

65 years old over 991.2 2,375 10,802 8,429 6,594 2.2 1.4 2.1 2.1 1.8 
Elementary less than 8 years 215.4 559 1,511 1,066 873 0.5 0.3 0.3 0.3 0.2 
Elementary -8 years 228.3 537 1,970 1,510 1,210 0.5 0.3 0.4 0.4 0.3 

High school -1 to 3 150.6 353 1,394 1,076 0.3 0.2 0.3 0.3 0.2 

school --4 164.9 403 1,819 1,379 1,088 0.4 0.2 0.4 0.3 0.3 

College -1 to 3 years....., 72.6 156 995 844 677 0.2 0.1 0.2 0.2 0.2 

College -4 or more years 159.4 367 3,114 2,553 1,878 0.3 0.2 0.6 0.6 0.5 

College-4 years 80.5 193 1,307 953 697 0.2 0.1 0.3 0.2 0.2 
College -5 or more years 78.9 174 1,808 1,601 1,181 0.2 0.1 0.4 0.4 0.3 

Worked part year 1,465.2 4,173 11,070 7,357 4,634 3.2 2.5 2.2 1.8 1.3 

Did not work loot year 232.5 679 1,201 690 254 0.5 0.4 0.2 0.2 0.1 

1,004.6 3,760 9,029 6,649 5,997 2.2 2.3 1.8 1.7 1.7 

Seeking Tall -time employment 936.5 3,564 8,612 6,394 5,832 2.1 2.1 1.7 1.6 1.6 

Worked last year 873.8 3,361 8,145 6,160 5,688 1.9 2.0 1.6 1.5 1.6 

Worked pert time last year 26.9 94 144 63 35 0.1 0.1 (z) (z) (2) 

Did not voit last 35.8 109 323 171 109 0.1 0.1 0.1 (1) (Z) 

Seeking part-time employment 68.1 197 417 255 164 0.1 0.1 0.1 0.1 (Z) 

Not in oivilian labor toros 6,131.1 16,169 37,694 24,110 5,441 13.4 9.7 7.4 6.0 1.5 

Worked full time last year 1,012.0 2,933 9,032 6,422 4,691 2.2 1.8 1.8 1.6 1.3 
Under 25 years 82.4 220 393 228 190 0.2 0.1 0.1 0.1 0.1 

25 to 44 years 175.2 730 1,501 1,020 721 0.4 0.4 0.3 0.3 0.2 

45 to 64 years 407.1 1,180 4,039 2,836 2,278 0.9 0.7 0.8 0.7 0.6 
65 years old over 347.2 803 3,098 2,338 1,503 0.8 0.5 0.6 0.6 0.4 

Worked part time last year 555.1 1,535 3,109 1,992 665 1.2 0.9 0.6 0.5 0.2 

Under 25 years 29.2 73 132 38 0.1 (E) (Z) (Z) 

25 to 44 35.6 178 200 0.1 0.1 (E) (Z) Z) 

'45 to 64 113.6 706 358 130 0.2 0.2 0.1 0.1 2) 

65 year's old over 376.7 868 2,071 1,458 413 0.8 0.5 0.4 0.4 0.1 

year 4,564.1 11,702 25,554 15,690 85 10.0 7.0 5.0 3.9 (Z) 

Under 25 yours 44.2 103 211 76 20 0.1 0.1 (z) (2) 

25 to 44 141.3 670 787 402 8 0.3 0.4 0.2 0.1 

45 to 64 years 930.6 2,863 5,955 3,231 47 2.0 1.7 1.2 0.8 (2) 

65 years old over 3,448.1 8,066 18,602 11,990 9 7.6 4.8 3.7 3.0 (2) 

In Forties 1,011.0 3,731 8,441 6,990 6,899 2.2 2.2 1.7 1.8 1.9 

Z than 0.05. 
the Current Population not for a population base of than 75,000 bosun of of the 

statistics to the aggregate estimates and generally should not be employed for comparisons. This notes applies 
to tables in the and Social Psrspeotivs serin. 

Estimates for Armed Fora8 were obtained by subtracting estimates for the civilian population total population. The relatively of 
in comparison with the total population, the rounding procedures wed to conserve spans in the tabulation printout (estimates in the hundreds of billions of dollar. 
nearest hundred million) and the residual proodres used to estimate the parameters for the Foros result errors for of the Foras estimates 
involving and earnings. 
Source, Population Survey, tabulation. 
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Table ECONOMIC SOCIAL PERSPECTIVE OF MALE HEADS WITH SPECIAL EMPHASIS ON MALE HEADS WHO WORKED FULL TIME LAST YEAH: MARCH 1970 

DERIVED AVERAGE ECONOMIC AND DEMOGRAPHIC RELATIONSHIPS FROM AGGREGATE DATA 

(Social demographic estimates of March 1970. They exclude inmates of institutions but include members of the Armed Forces in the United States living off poet or with 
their families on post. Dollar estimates relate to income received in 1969. Numbers may not add to totale because of rounding. 

Characteristics 

of male family heads 

Average 
family 
income 
(in 

dollars) 

Average 
income of 

family 
(in 

dollars) 

Average earnings of male family heeds 
(in dollars) 

male family 

of 
f 

Average 
Per capita 

(in 
dollars) 

Per capita family income ezclu:d- 
average male 

family 

Total 
Wages 
and 

salaries 

Nonfarm 
self- 

employment 

Fa Farm 
self- 

employment 

Percent of 
per capita 

family income 

(1) (2) (3) (4) (5) (6) (7) (8T (9) (10) (11) 

Total population 11,146 8,732 7,898 6,936 803 159 78.3 3.06 3,045 887 29.1 

Civilian population 11,209 8,773 7,923 6,939 821 163 78.3 3.66 3,063 898 29.3 

Civilian labor force 12,015 9,543 9,043 7,924 939 180 79.4 3.82 3,145 778 24.7 

Employed 12,096 9,621 9,125 7,983 958 184 79.5 3.82 3,166 778 24.6 

Worked full time last year 12,327 9,853 9,421 8,276 959 186 79.9 3.87 3,185 751 23.6 

Under 25 years 7,977 6,124 6,039 5,884 106 49 76.8 2.94 2,713 659 24.3 

Elementary -lees than 8 year. 6,139 4,854 4,833 4,725 84 24 79.1 3.61 1,701 356 20.9 
Elementary --8 years 6,282 5,149 5,088 5,103 - -15 82.0 3.31 1,898 361 19.0 

High school --1 to 3 years 7,024 5,721 5,651 5,569 72 10 81.4 3.11 2,299 19.5 

High school --4 years 8,236 6,375 6,314 6,101 149 64 77.4 2.93 2,811 656 23.3 
College -1 to 3 years 8,573 6,180 5,987 5,885 74 28 72.1 2.72 3,152 951 30.2 
College -4 or more years 9,594 6,632 6,528 6,318 49 161 69.1 2.38 4,031 1,288 32.0 
College -4 years 9,921 6,783 6,692 6,438 59 195 68.4 2.35 4,222 1,374 32.5 

College -5 or more years 8,016 5,903 5,736 5,736 - - 73.6 2.53 3,168 901 28.4 

25 to 44 years 11,902 9,981 9,720 8,700 883 136 83.9 4.42 2,693 494 18.3 

Elementary -less than 8 yeare 8,033 6,218 6,095 5,621 377 97 77.4 5.18 1,551 374 24.1 

E1ementa17-8 years 9,345 7,424 7,271 6,280 657 334 79.4 4.72 1,980 439 22.2 

High school -1 to 3 years 10,075 8,087 7,933 7,315 500 117 80.3 4.62 2,181 464 21.3 

High school --4 years 11,246 9,377 9,189 8,397 606 186 83.4 4.35 2,585 473 18.3 

Col1ege -1 to 3 years 12,870 10,802 10,536 9,714 746 75 83.9 4.17 3,086 496 16.1 

College --4 or more year. 16,414 14,516 13,924 11,727 2,163 34 88.4 4.19 3,917 594 15.2 

College -4 years 15,554 13,691 13,132 12,342 731 59 88.0 4.19 3,712 578 15.6 

College --5 or more years 17,475 15,534 14,900 10,968 3,930 2 88.9 4.19 4,171 615 14.7 

45 to 64 years 13,595 10,357 9,765 8,353 1,156 256 76.2 3.45 3,941 1,110 28.2 

Elementary --lees than 8 years 8,989 6,155 5,932 5,262 438 232 68.5 3.73 2,410 820 34.0 
Elementary --8 yeare 10,438 7,693 7,368 6,336 515 516 73.7 3.29 3,173 933 29.4 
High school to 3 years 12,015 8,726 8,316 7,390 634 232 72.6 3.32 3,619 1,114 30.8 
High school --4 years 13,570 10,183 9,622 8,450 920 252 75.0 3.38 4,015 1,168 29.1 

College -1 to 3 years 16,368 12,896 11,937 10,285 1,427 225 78.8 3.43 4,772 1,292 27.1 

College -4 or more years 21,462 17,921 16,650 13,041 3,561 48 83.5 3.75 5,723 1,283 22.4 

College years 20,086 16,777 15,550 13,390 2,080 81 83.5 3.77 5,328 1,203 22.6 

College or more years 23,141 19,318 17,991 12,616 5,368 7 83.5 3.72 6,221 , 1,384 22.2 

65 years old and over 10,898 8,504 6,653 4,984 1,324 345 78.0 2.40 4,541 1,769 39.0 

Elementary -lees than 8 years 7,016 4,952 4,056 2,915 882 258 70.6 2.60 2,698 1,138 42.2 

Elementa17-8 years 8,627 6,613 5,300 4,174 576 550 76.7 2.35 3,671 1,416 38.6 

High school -1 to 3 years 9,254 7,146 5,761 4,794 622 345 77.2 2.35 3,938 1,486 37.7 

High school -4 years 11,029 8,364 6,600 5,289 981 330 75.8 2.44 4,520 1,815 40.2 

College -1 to 3 yeare 13,706 11,624 9,326 6,731 2,354 241 84.8 2.14 6,405 2,047 32.0 

College --4 or more year. 19,537 16,021 11,781 8,009 3,539 233 82.0 2.30 8,494 3,372 39.7 

College --4 years 16,234 11,831 8,655 6,648 1,743 264 72.9 2.40 6,764 3,158 46.7 

College -5 or years 22,910 20,299 144974 9,399 5,374 201 88.6 2.21 10,367 3,591 34.6 

Worked part time last year 7,555 5,021 3,163 1,906 1,080 176 66.5 2.85 2,651 1,541 58.1 

Did not work last year 5,165 2,967 1,092 1,077 2 13 57.4 2.92 1,769 1,395 78.9 

Unemployed 8,988 6,619 5,969 5,739 216 14 73.6 3.74 2,403 807 33.6 

Seeking full -time employment 9,196 6,828 6,228 5,984 230 14 74.2 3.81 2,414 779 32.3 

Worked full time last year 9,321 7,049 6,509 6,256 238 15 75.6 3.85 2,421 730 30.2 

Worked part time last year 5,355 2,345 1,292 1,033 259 - 43.8 3.51 1,526 1,158 75.9 

Did not work last year 9,024 4,788 3,054 3,054 53.1 3.04 2,968 1,964 66.2 

Seeking -time employment 6,129 3,741 2,413 2,375 33 5 61.0 2.89 2,121 1,286 60.6 

Not in civilian labor force 6,148 3,932 755 79 53 64.0 2.64 2,329 1,993 85.6 

Worked time last year 8,925 6,346 4,636 4,045 369 222 71.1 2.90 3,078 1,479 48.1 

Under 25 years 4,774 2,761 2,300 2,251 49 - 57.8 2.67 1,788 927 51.8 

25 to 44 years 8,568 5,821 4,112 3,866 206 40 67.9 4.16 2,060 1,071 52.0 

45 to 64 years 9,921 6,966 5,595 535 272 70.2 2.90 3,421 1,492 43.6 

65 years and over 8,922 6,734 4,329 3,690 331 308 75.5 2.31 3,862 1,988 51.5 

Worked part time last year 5,600 3,589 1,198 835 203 160 64.1 2.76 2,029 1,595 78.6 

Under 25 years 4,525 2,027 1,295 1,270 25 44.8 2.50 1,810 1,292 71.4 

25 to 44 years 5,613 3,285 2,372 1,984 369 19 58.5 5.00 1,123 648 57.7 

45 to 64 years 6,232 3,153 1,148 833 301 14 50.8 3.48 1,785 1,455 81.5 

65 years and over 5,498 3,870 1,095 694 172 229 70.4 2.36 2,330 1,866 80.1 

Did not work last year -5,599 3,439 19 16 2 61.4 2.56 2,187 2,180 99.7 

Under 25 years 4,765 1,730 457 457 36.3 2.33 2,045 1,849 90.4 

25 to 44 years 5,571 2,844 59 57 1 - 51.1 4.74 1,175 1,163 99.0 

45 to 64 year. 6,399 3,472 50 48 - 2 54.3 3.08 2,078 2,061 99.2 

65 years and over 5,395 3,476 3 - - 2 64.4 2.34 2,306 2,304 99.9 

In Armed Forces 8,349 6,914 6,784 6,795 3 5 82.8 3.63 2,262 424 18.7 

- Represents zero. 

Column 7: Column 2 divided column 1 times 100. 

Column 9: Column 1 divided by column 8. 

Column 10: Column 1 leas column 3 divided by 8. 

Column Column 10 divided by column 9 times 100. 

Note: Summary measure statistics from the Current Population Survey are usually not shown for a population base of less than 75,000 because of low reliability of the esti- 

mates. Suoh statistics are shown here components contributing to the aggregate estimates and generally should not be employed for between-cell This 

note applies to all tables the Economic and Social Perspective eerie.. 
Estimates of the Armed Forces obtained by subtracting estimates for the civilian population from the total population. The relatively email eine of the Armed 

Forces comparison with the total population, the rounding procedures need to conserve space the tabulation printout (estimates the hundreds of billions of dollars were 

rounded to the nearest hundred million) and the residual procedure used to estimate the parameters for the Armed Forces may result some substantial errors for some of the 

Forces estimates involving and earnings. 

Source: Current Population Survey, special tabulation. 
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There are innumerable patterns and relation- 
ships that emerge readily from the economic and 
social perspective tables. The discussion here 
will concentrate primarily on some of the differ- 

encas in group performance that show up among the 
three income categoric$ for male family heads. 
Some of the highlights are summarized in tables 
F and G. 

Table 1.-- FOR FAMILIES MAL! 1970 

( Sooial and demographic estimates as of March 1970. They exclude inmates of institutions. Dollar ostinatos relate to received in 1969. Percents not to 

totals because of rounding) 
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40,000 

Beads 
(in percent) 

Average 

of 
(in dollars) 

of 
male he as 
a of 

or 
family 

(in percent) of 
(in dollars) 
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Bourses on tables for the Social Perspective of With Heads, 1970. 
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Table G. --NUMB ì, AGGREGATE INCOME, AND AGGREGATE EARNINGS OF CIVILIAN POPULATION 14 MULE FAMILY HEADS BY FAMILY CATEGORIES, 1970 

(Dollar estimates relate to received in 1969. Numbers not add to totals because of rounding) 

Civilian 

Civilian population 
14 years old and over 

Worked full time in 1969 and 
employed in 1970 

Worked full time in 1969 and employed in 
March 1970 divided by civilian popu- 
lation 14 years old and over z 100 

population 
of male family heads 

(in 
thousands) 

Aggregate 
income of 
persons 

(in millions 
of dollars) 

Aggregate 
earnings of 
persons 

(in millions 

of dollars) 

Number 
Aggregate 
income of 

(in millions 

of dollars) 

Aggregate 
earnings of 

(in millions 
of dollars) 

Ember 

thousands) 

Aggregate 

of 

of dollars) 

Aggregate 
earnings of 

(in 
of dollars) 

Total 144,143.4 600,430 523,630 64,137.2 493,600 472,400 44.5 82.2 90.2 

All mele family heads 44,647.5 391,710 353,741 35,814.1 352,900 337,400 80.2 90.1 95.4 

FAMILY NOME CATEGORIES 

Leas than Low Economy Standard Budget 3,084.9 5,378 3,217 1,299.7 2,712 2,521 42.1 50.4 78.4 

than and less than $10,000 19,135.3 106,260 90,344 13,674.1 86,220 83,550 71.5 81.1 92.5 

More than $10,000 22,427.3 280,019 260,214 20,8403 263,900 251,300 92.9 94.2 96.6 

Total 100.0 100.0 100.0 100.0 100.0 100.0 

male family heads 31.0 65.2 67.6 55.8 71.5 71.4 

FAMILY INCOME 

Less than Low Economy Standard Budget 2.1 0.9 0.6 2.0 0.5 0.5 

More than and lees than $10,000 13.3 17.7 17.3 21.3 17.5 17.7 

More than $10,000 15.6 46.6 49.7 32.5 53.5 53.2 

Source: Based on tablee for the Economic and Social Perspective of Families With Mals Beads: 1970. 

There is an appreciable difference in eco- 
nomic effort exhibited by each group of male heads. 
The progression of effort beginning with male 
heads in families with family income below the 
low economy standard and extending to male heads 
in families with income above ;$10,000 may be il- 
lustrated by referring to the percent of civilian 
male heads in an income category who were employ- 
ed full time in 1969 and were employed in March 
1970, the survey month. This statistic climbs 
rapidly from 42 percent for male heads in fami- 
lies below the low economy standard budget to 

72 percent for the intermediate group, and 93 
percent for males in families with income above 
$10,000. It should also be noted that for the 
same group of heads, those in the highest family 
income classification are associated with family 
members who contribute proportionately more to 
the family than do family members in the other 
two income categories. Family members other than 
the head contributed 22 percent to family income 
for the above -410,000 category, 14 percent for 
the intermediate category, and 18 percent for the 
lowest income category. 

With each higher income category, the pro- 
portion of male heads with less than 8 years of 
education and who were employed full time in 1969 
and were employed in March 1970 declines from 23 
percent for the lowest income category to 19 per- 
cent for the intermediate one, and percent for 
the highest one; the latter percent represents 
some 2.5 million families. The modal educational 
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level of male heads for the two highest income 
categories is 4 years of high school, 25 percent 
for males in families with income more than the 
low economy standard budget but less than $10,000, 
and 34 percent for those in families with income 
above $10,000. 

For the 25- to 44-year age group and for the 
various income categories shown in table F,the in- 
come of male heads as a percent of family income 
tends to increase while average family size tends 
to decrease as education of head increases. At 
each educational level, the 25 to 44 age group in 
the $10,000 and over income category has a larger 
fAmily size than does the intermediate income cate- 
gory. In the less than college level, the average 
size of family at each educational level is largest 
for families with income less than the low economy 
standard budget. 

To place the importance of the statistics on 
male heads who were employed full time in 1969 and 
were employed in March 1970 in sharper perspective 
with respect to their contributions to the econom- 
ic activity of the economy and within their income 
categories, several percentages that appear in 
table G are cited. All male family heads compris- 
ed 31 percent of all persons in the civilian popu- 
lation, 14 years old and over, and accounted for 
65 percent of all income of persons and 68 percent 
of their earnings. Male family heads who were em- 
ployed full time in 1969 and were employed in 
March 1970 represented 25 percent of all persons 



in the civilian population and generated 59 per- 
cent of the aggregate income of persons and 65 
percent of total earnings of $524 billion by the 
civilian population. For male heads in families 
with income of $10,000 or more the comparable es- 
timates were 14.5 percent of the civilian popula- 
tion and 48 percent of aggregate earnings of per- 
sons. Within the highest income group, $10,000 
or more of family income, the 93 percent of male 
heads who worked full time had 94 percent of the 
aggregate income and 97 percent of the earnings 
This very uniform performance and reward record 
in the economy for a group which produces 44 per- 
cent of all income and 48 percent of all earnings 
is considerably different than for the other two 
income categories. As shown in table G, male 
heads who worked full time last year made up 42 
percent of all male heads in families with income 
less than the low economy standard budget and re- 
ceived 50 percent of all income for the group. 
For male heads in the intermediate family group 

the comparable figures were 71.5 percent and 81 

percent. 

IV. Imnrovinm and the Data Source and 
Scone of the Economic and Social Perspec- 
tive Tables 

The Current Population Survey generates each 
month a wealth of data across a broad spectrum of 
subjects. As a beneficiary of this largess, I 
have never quite ceased being amazed by the ration- 
al statistical network of social and economic re- 
lationships that the survey unfailingly produces. 
This does not mean however that the data are with- 
out limitations or that the money income concept 
is not losing some of its dominance as the princi- 
pal indicator of welfare. The inaccuracy in re- 
porting, particularly underreporting,interest and 
dividends, social security benefits and public 
assistance, and the difficulties in collecting re- 
liable self -employment farm and nonfarm income is 
well recognized and has appeared in the income 
literature. The problem becomes more critical as 
more and more Government programs in the social 

sphere rely on these income statistics for plan- 
ning and evaluation purposes. 

Improvements in CPS income estimates by cor- 
recting for dificient income responses can be ac- 

complished by various adjustment procedures. These 

may range from arbitrary allocations of income to 
respondents to make the survey income estimates 
equal independent control totals to discretionary 
assignments based on special surveys and associat- 
ed information. For some sources of income, for 
example public assistance, a particularly effective 
method of appraising the quality of individual 
responses and improving coverage is to conduct 
surveys sampled from an established list of in- 
come recipients. This procedure permits analyses 
of respondents who incorrectly report no income 
or who correctly report the income source but in- 
correctly report by either overstating or under- 
stating the amount of income. The list sample 
approach cannot of course detect respondents who 
incorrectly report receiving income from a given 
source. Reducing this type of error can only 
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proceed from the CPS vehicle and is expensive to 
conduct and the results are subject to a large 
element of uncertainty because of the difficulty 
of locating respondents on a given list. 

Two hundred years ago in this country non - 
money income was an important and pervasive char- 
acteristic of an economy in which a large propor- 
tion of the population was engaged in semisubsist- 
ence -type agriculture. The currently expanding 
nonmoney income phenomenon seems to be consider - 
ably less anchored in the technological charac- 
teristics of the economy than 200 years ago and 
more in man's social perception of the needs and 
requirements of men and women in securing stipu- 
lated social objectives. Employers increase their 
financial participation in private pensions and 
health plans and contributions to the Social Se- 
curity Trust Fund with respect to their wage bill 
and Government assumes, develops, and finances 
more supportive social and health services. The 
growing list and value of nonmoney income sources 
and personal benefits derived from labor /employer 
contracts and practices and Government programs 
portend increased interest in collecting informa- 
tion on the subject in household surveys that are 
compatible with the Current Population Survey that 
can serve as a basic core vehicle. The precise 
vehicles and methods to estimate and distribute 
defined nonmoney income sources and personal bene- 
fits will have to be determined. The options that 
come to mind are possible supplements to CPS, 

collateral surveys, some of which could be of the 
list sample variety, administrative statistics, 
and at a minim+m, the heroic efforts of intelli- 
gent, imaginative, and experienced analysts in 
developing estimations and adjustment procedures 
to modify- money income estimates in order to take 
account of nonmoney income and personal benefits 
derived from Government programs. 

In an informative paper delivered before this 
Association in 1971 at Fort Collins, Colorado, 
"Changes in the Distribution of Taxes Among In- 
come Groups: 1962 to 1968," Roger A. Herriot and 
Herman P. Miller broadly followed the methodolog- 
ical roads travelled earlier by other analysts to 
merge money and nonmoney income sources. Neither 
endorsing the estimates presented in table 9 of 
that paper nor the conclusions drawn at its finish, 
I am presenting them here as table H to indicate 
in broad terms what we can ultimately attain in 
bringing together more elements than money income 
in an overall presentation of the assignment of 
this Nation's output of goods and services to its 
population. 

The flexibility of the modular format used to 
present the economic and social perspective tables 
as indicated in Section III of this paper with re- 
spect to adding additional variables or level of 
detail from the CPS or 1970 Census of Population 
and Housing can be extended to embrace the tax 
and Government expenditure activities discussed 
in the Herriot and Miller paper. In addition the 
modular format can accommodate consumption and 
wealth elements associated with identifiable 
groups in the population. 



Table H.-- PERCENT DISTRIBUTIONS OF FAMILIES AND UNRELATED INDIVIDUALS AND OF TOTAL INCOME BEFORE AND 
AFTER TAXES, TRANSFERS, AND GOVERNMENT EXPENDITURES, FOR 1968 

Adjusted money 
income intervals 

Families 

and 
unrelated 

individuals 

Total income 
before taxes, 

transfers, and 
Government 
expenditures 

Total income after taxes, transfers, 
and Government expenditures 

A 21 B / C 

Total 100.0 100.0 100.0 100.0 100.0 

Under $2,000 9.9 0.8 2.1 2.6 3.6 

$2,000 to $4,000 12.4 2.9 5.1 5.4 6.6 

$4,000 to $6,000 12.8 5.9 7.5 7.3 8.6 
$6,000 to $8,000 13.9 9.7 10.5 10.1 11.1 

$8,000 to $10,000 13.0 11.6 11.9 11.1 12.1 

$10,000 to $15,000 22.2 27.3 26.4 25.1 25.6 
$15,000 to $25,000 12.3 23.6 21.9 21.0 20.1 
$25,000 to $50,000 3.0 11.3 9.8 10.4 8.4 
$50,000 plus 0.5 6.9 4.8 7.0 3.9 

1/ A = Unallocable expenditures distributed by total income. 
a/ B Unallocable expenditures distributed by total wealth. 

C = Unallocable expenditures distributed by number of families and individuals. 

Source: American Statistical Association, "Changes in the Distribution of Taxes Among Income Groups: 
1962 to 1968," 1971 Proceedings of the Business and Economics Statistics Section, by Roger A. Herriot and 
Herman P. Miller, table 9, page 113. 

V. Concluding Comments 

The work reported in this paper is geared to 
synthesizing a large amount of economic and social 
statistics produced from the CPS and molding it 
into a format suitable for presenting information 
and establishing a structure for economic and 
social accounts. A major theme that emerges from 
the data is the connecting link in the United 
States economy between economic effort and reward 
in terms of money income before taxes but includ- 
ing Government transfer payments. This finding 
is compatible with at least two hard facts of life 
that persistently reappear in history with boring 
regularity. First an economic system must in 
essence, if it is to achieve a modicum of success 
other than perpetuating itself by healthy doses 
of repression, be able to distribute rewards to 
productive forces in the economy in proportions 
that are approximately commensurate with their 
economic performances and also have their acqui- 
escence with respect to Government finance and 
expenditure programs. As a corollary, words, 
phrases, and exhortations cannot paper over the 

first observation for any extended period of time. 

Looking at the different cumulative income 
size distributions in Section II, table C, prompts 
me to point out that the ratios of percents of ag- 
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gregate family income to all families is a very 
gross relationship measure that can stand a great 
deal of refinement in terms of standardized uni- 
verses in order to make it a more acceptable sta- 
tistic for use in economic and social analysis. 
This comment applies equA »y as well to other 
generalized measures such as Gini ratios to de- 
scribe the income inequality of all families or 
persons. One can pick up the 1971 Statistical 
Abstract of the United States, turn to table 72, 
page 55, and find that for 1967 the death rates 

per 1,000 population were identical for white and 
Negro and other at 9.4 per 1,000. I do not think 

we would leap from this statistic to the conclu- 
sion that this indicated that the health experi- 
ences of both population groups, which are differ- 
ent in age and sex composition, were the same. Ex- 

amination of age- specific survival rates sex 
shows that the populations on the average are not 
equally at risk with respect to death. Similarly 
the data as summarized in table C and other tables 
in this report most certainly reflect measurable 
differential dollar and time investment commit- 
ments and current family operating costs, again 
in terms of dollars and time expenditure, in secur- 
ing given income levels, exclusive of any differ- 
ences in innate qualities, functioning abilities, 
and cultural aspirations of family heads and 
members. 



USING SOCIAL STATISTICS FOR POLICY AND PROGRAM DEVELOPMENT 

Robert B. Hill, National Urban League 
Dorothy K. Newman, Washington Center for Metropolitan Studies 

Introduction 

Most social analysts and policymakers agree 
that a prerequisite for developing sound social 
policies and programs is the systematic collec- 
tion and analysis of social and economic data. 
But many national, state and local programs are 
still being developed on the basis of inadequate 
or minimal pre -program research, misuse of sta- 
tistical data, and, sometimes, conscious rejec- 
tion of known facts which contradict the conven- 
tional wisdom. 

For example, despite the large amount of 
data revealing a strong work orientation among 
the poor, most income maintenance programs today 
contain provisions that coerce poor people to 
work. Such misconceptions are crucial in the 
failure of many statistical and social programs 
to function effectively. 

Since the mid- 1960's, when a number of works 
on minority populations were published, such as 
the useful compendium on the social and economic 
status of blacks by the Bureau of Labor Statis- 
tics in 1966; and the poverty index was develop- 
ed by the Social Security Administration, the 
movement toward developing social indicators for 
policy and programs has accelerated. Unfortuna- 
tely, the pressure to derive key social indica- 
tors for major policymakers in the way that key 
economic indicators are being used, has often 
led to misinterpretation and misapplication of 
social statistics. Sometimes, indicators are 
the synthesis of a network of unproved assump- 
tions or stereotypes. The effort to derive key 
social indicators of trends in the society was 
never intended to be a substitute for careful, 
systematic analysis of the social and economic 
circumstances relating to the summary data being 
used. 

In this paper, we attempt to illustrate 
briefly some of the problems encountered when 
using social statistics for social policy in such 
fields as occupations, housing, income and fam- 
ily structure and class patterns. We also try 
to suggest some ways by which the statistical 
data can be used more effectively for developing 
social policies and programs. 

Income 

A recurrent, but difficult, question for 
social analysts and policymakers is, "How do we 
properly assess the extent to which minority 
groups are achieving income parity with the ma- 
jority?" A basic issue is the need to redefine 
or to better measure income. 

Income alone, however, does not measure 
"wealth" or the capacity to consume and prosper. 
It does not take account of assets, fixed taxes 
on wages or sales, tax benefits (sometimes called 
"loopholes "), deferred investment income, lines 
of credit from which blacks are often barred, and 
pension and welfare benefits to which only per- 
sons in particular industries, occupations or 
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unions are entitled. While black workers are 
much less likely than whites to have assets, they 
tend to pay a higher percentage of their income 
in taxes. They also can afford less for health 
care and thus have shorter life spans. If all 
assets were taken into account- -both the tangi- 
bles and the as yet unmeasured intangibles- -that 
contribute to a more accurate concept of total 
"wealth," there is little doubt that white fami- 
lies, even at similar levels of income, would be 
much more well -off than black families. 

The problem of assessing income parity be- 
tween minority and majority groups is compounded 
when the differential impact of multiple earners 
is not taken into account. Most analyses of in- 
come differences between black and white families, 
for example, are in fact comparing many one - 
earner white families with multiple -earner black 
families. This is primarily because black wives 
are much more likely than white wives to be in 
the paid labor force. In 1970, it took 2 earners 
among black families to achieve an (median) in- 
come (of $8,430) almost as high as 1- earner white 
families (with a median income of $8,713). Black 

families with 3 or more earners had less income 
than 2 -earner white families. 

Thus, a more accurate way of assessing the 
extent of income parity is to compare the incomes 
of those black and white families having similar 
numbers of earners. When the Census Bureau takes 
account of multiple earners among husband -wife 
families, it finds, contrary to the usual analy- 
sis, that the income gap between black and white 
families with only one earner (i.e., the male 
head of household) has not significantly closed 
over the past decade. 

Occupation 

Many analysts of occupational mobility con- 
tinue to equate "white collar" with "high" status 
and earnings. But the fact is that each group 
contains a heterogeneous mix of jobs. Many 
"blue collar" occupations, particularly in the 
crafts, pay substantially more than many white 
collar positions such as cashiers, bank tellers, 
dispatchers and office machine operators. But 
the services, also a low status, "blue collar" 
group, includes such disparate occupations as 
policemen, firemen, barbers, hair dressers, dish- 
washers, night watchmen, waiters, cooks and at- 
tendants. 

So- called "women's jobs," such as secretar- 
ies and sales persons in retail stores average 
less pay than those jobs which men tend to occupy 
almost exclusively in heavy industry. For exam- 
ple, full -time, year -round women workers in sales 
and clerical jobs averaged (at the median) less 
than $5,500 in 1970, whereas men in manufactur- 
ing and even so- called "unskilled" laborers 
earned substantially more than that. Craftsmen 
averaged well over $9,000. 

It is clear that occupational status and the 
entire classification scheme of occupations 



require substantial analysis and reassessment. 
Some work in this area is already going on with- 
in the government. It should be accelerated and 
more attention paid to behavioral science re- 

sources outside the government. Empathy and in- 
sight into people's perceptions are needed. Re- 

quired also is a careful analysis of many kinds 
of data that disaggregate totals and relate de- 
tails to industry earnings, wage rates, the na- 
ture and extent of collective bargaining agree- 
ments, location and economic base and indicators 
of social and economic mobility. 

Current data are being collected by the Bu- 
reau of the Census, the Bureau of Labor Statis- 
tics and the Equal Employment Opportunity Com- 
mission and should not be ignored. They should 
be used, however, with a basic understanding of 
the society they reflect. 

A related policy issue that is generating 
much discussion is, "What proportion of any job 
category should be occupied by a particular eth- 
nic minority (or by women) in order for them to 
achieve equal employment opportunity." Many 

economists and statisticians advocate using the 
participation rate of that group in the labor 
force as the yardstick. 

The ratios in each broad occupation among 
Polish, Italian and Irish - origin men correspond 
roughly to the distribution of all American men 
--about 14 percent in professional or technical 
work, 14 percent managerial, and 20 percent 
craftsmen or operatives. Each of these white 
ethnic groups constitutes less than ten percent 
of the male labor force; therefore, according to 
the conventional rule of thumb, they are heavily 
overrepresented in manual compared to profes- 
sional work. On the other hand, Chinese and 
Japanese Americans, a minute fraction of the la- 
bor force, are much more heavily represented in 
the professions than any of the white ethnic 
groups mentioned, and underrepresented in the 
industrial occupations. 

Actually, the economy's employment require- 
ments dictate an occupational distribution which 
changes with the demands of industry, trade and 
the professions. Therefore we should really be 
considering first, what talents the economy 
needs and how those needs are changing, and 
second, whether preferences and group customs 
affect occupational distribution when discrimi- 
nation is not present. 

Among black American men, who are 11 percent 
of the total male labor force, 8 percent were in 
professional or technical types of jobs in 1971, 
5 percent were managers, 13 percent were crafts- 
men, and 26 percent were operatives. This pic- 
ture suggests that substantial numbers of black 
men have not yet been permitted to contribute 
their talents to facets of the American economy 
requiring professional, technical, and manager- 
ial competence or craftsmanship in the skilled 
trades. 

Housing 

Housing policies and programs require much 
more intensive analysis using social statistics. 
One policy issue often debated today relates to 
housing subsidies - -that is how much of their 
income should the poor pay for shelter if they 
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live in subsidized housing. 
At present, most proposals are designed to 

insure that the poor (and families) pay a higher 
proportion of their income for shelter than the 
non -poor (or the elderly). A recent analysis of 
consumer expenditures, BLS normative family bud- 
gets, and the criteria used by mortgage lenders 
and the FHA for loans to middle- income families, 
do not support as high a ratio as the one assig- 
ned to the poor under present and proposed law. 

What is more, in every case of a subsidy or 
supplement to the poor for housing, income and 
the elements included in housing costs are item- 

ized in such a way as to maximize the cost to the 
poor, but provide a cushion for the more well -off. 
Maintenance, insurance, and utility costs are of- 
ten excluded in estimating the shelter -to- income 
ratio for poor families, and income is establish- 
ed as gross income from all sources from all 
adult members before taxes and withholding. 

Higher income renters or buyers, however, are 
considered on the basis of dependable income over 
a span of years, after federal taxes; shelter in- 
cludes an estimate for the normal repair, utili- 
ties, maintenance, and insurance costs. 

A more effective and equitable housing policy 
would assess family shelter costs and income 
alike for the poor and the well- to -do. Shelter 
costs and family income should be related to the 
sex and age of the family head and by family size. 
The data should be assembled by income class and 
family size from consumer expenditure studies, 
family budget analyses and area and local trans- 
action records. 

Family Structure 

Policy issues relating to family patterns are 
hotly debated today. As indicated earlier, many 
national policies and programs are based upon 
stereotypes or conventional wisdom about family 
instability, disorganization or pathology among 
minority and low - income groups. This orientation 
is best exemplified in the widespread practice of 
equating family structure with family functioning 

Many social scientists, like the man on the 
street, continue to treat the statistics relating 
to the proportion of families headed by women as 

if it were a valid measure of the functioning of 
those families. One- parent families are morally 
prejudged to be unstable and disorganized, while 
two - parent families are prejudged to be stable 
and organized -- without any empirical investiga- 
tion of the actual functioning patterns of these 
families. 

In fact, some analyses of family functioning 
have revealed that two -parent families are not 
necessarily "intact" and one -parent families are 
not necessarily "broken." Moreover, some of 
these investigations have indicated that many 
one -parent families function more effectively 
than many two - parent families. A serious defi- 
ciency in the literature on low- income and black 
families has been the lack of systematic inves- 
tigation of the many strengths and resources ex- 
isting in both two -parent and one -parent families. 

Social Class 

Among the most misleading of all social sta- 



tistics are the correlates of social class. Ear- 
lier, we discussed the ambiguity in using "income" 
as a measure of "wealth." But an equally serious 
problem is posed by the widespread practice of 
equating income groups with class categories, va- 

lues and life- styles. 
For example, many analysts continue to 

equate "middle- income" with "middle -class" and 
"low- income" with "lower -class." They forget 
that many "middle- income" families can have 
"lower- class" values and life -styles while many 
(if not most) "low- income" families have "middle - 
class" values, and live according to that model. 

Moreover, as a recent analysis of middle - 
income black families revealed, it is not clear 
whether "middle- income" black families should be 
compared with "middle- income" white families at 
the white "norm" (or median) or at the black norm 
(or median). For this analysis revealed some 
striking differences in life -styles between black 
and white families at similar income levels. 

Although income is a strong correlate of 
socio- economic status, it is not as valid a mea- 
sure of class life- styles and values. For in- 
come only describes how much money a family has, 
but class determines how that money is spent- - 
or saved. 

More systematic research is needed about the 
variety of class values and life -styles exhibited 
by persons and families at similar and different 
economic levels. A number of studies have al- 
ready revealed that there is more homogeneity in 

goals, values and aspirations between persons or 
families at different economic levels than is 
commonly believed. 

Methodological Biases 

Finally, we feel it is necessary to indicate 
that our own methodological biases may in fact 
impede the effective use of social statistics for 
policy and program development. 

One of these biases is the widespread prac- 
tice among social scientists of making generali- 
zations about groups based on unrepresentative 
proportions. For example, in most discussions 
about black families, greatest attention is usu- 
ally given to the 30 percent of black families 
headed by women. The fact that husband -wife fam- 
ilies represent the overwhelming majority of 
black families has usually not deterred many re- 
ferences to a "matriarchy" as being the "typical" 
pattern of black families. 

In fact, data from the recent Census'Employ- 
ment Surveys in 60 low - income (or "poverty ") 
areas in 51 cities, reveal that many of the pat- 
terns that are said to be "typical" of ghetto 
residents are not. For example, only 1 out of 4 
residents of urban "poverty areas" are below the 
official poverty level. More than 3 of 5 black 
families in the low- income areas are husband -wife 
families, and fewer than 3 out of 10 of the black 
families in urban "poverty areas" receive public 
assistance. Thus, the major thrust of the na- 
tion's policies and programs for low- income areas 
are directed toward a distinct minority, for 
which the majority of ghetto residents are often 
not eligible. Clearly, a more varied approach is 
needed in order for social policies and programs 
to be of substantial benefit to all of the fam- 
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ilies in need - -both poor and non -poor. 
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POLICY USES OF URBAN INDICATORS 

Robert K. Yin 
The New York City -Rand Institute 

From the point of view of the urban pol- 
icy- maker, research on social indicators has 
still failed to provide systematic reports on 
the social and physical condition of the me- 
tropolis. In fact, there are at least four 
distinct and major phases of indicator develop- 
ment that are in need of improvement, and I 
would like to take this opportunity to review 
each of them briefly. The first has to do with 
the development of certain basic information 
about the city; the second deals with the de- 
velopment of indicators that are usable in the 
framework of policy decisions; the third in- 
volves a topic not usually considered part of 
social indicators, i.e., the exploration of 
new policy options; and the fourth raises the 
question of the second -order effects of in- 
dicator systems. 

Basic Information About The City 

Despite the considerable attention given 
to social indicators over the last decade and 
the pioneering efforts of people like Eleanor 
Sheldon, Raymond Bauer, and Bertram Gross [1], 

we still have a little information about the 
quality of life in the contemporary American 
city. To be sure, no one expected that by 
this time there would be routine reports for 
value laden indicators like residential satis- 
faction. The difficulties of making precise 
measurements of social factors, added to the 
problem of making value judgments about what 
to measure and what constitutes an "improve- 
ment," both create a formidable barrier for 
any attempt at developing urban social in- 
dicators of this sort. However, any review of 
the existing information about cities will 
reveal that little is yet reported even about 
certain basic urban conditions. For instance, 
no matter what their value orientation, most 
people would agree that cities ought to have 
systematic reports on the following conditions: 

-the total number of people 
- the number of people by age, sex, and 
race 

-the rate of population mobility 
- the health status of the population 
- the educational status of the population 
- the environmental safety of the neigh- 
borhood (including accidents, fires, 
and crimes) 

-family income 
- the employment (and unemployment) of 
the population. 

The reports should be available at least on an 
annual if not a monthly basis, and should be 
broken down to the level of small areas like 
census tracts. Such reports would be invalu- 
able to citizens, researchers, and policy- 
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makers, and yet this type of information is 
virtually non -existent. 

One possible reason for the failure to 
develop indicators of these conditions is that 
researchers have tended to lean too heavily on 
residential surveys as sources of information. 
Surveys include the national census, periodic 
urban surveys like the Detroit Area Survey 
(University of Michigan) or the Boston Area 
Survey (Harvard -- M.I.T. Joint Center for Urban 
Studies), and special surveys. In general, 
however, surveys are too costly to be carried 
out frequently enough or with large enough 
samples of respondents to provide even annual 
small -area data for an entire city. As a 
remedy, what may be needed is a large dose of 
imagination and more exploration of two other 
sources of indicators: direct observations 
of street events, and municipal records. Both 

of these sources should be examined for direct 
measures of the urban conditions described as 
well as for indirect measures, or proxies of 
those conditions. 

Direct observations of the street would 
involve the identification of certain events 
that may be unobtrusive signs of urban social 
conditions. For instance, abandoned cars, the 
number of people on the street, and drug and 
other retail stores are all easily observed 
and enumerated. Yet few investigators have 
examined the validity of these street indica- 
tors as proxies, say, for poverty, population, 
and health. Although considerable field work 
might be needed to assess these street indica- 
tors, once identified and validated they could 
easily be monitored by mobile research teams, 
policy -makers, or even residents themselves [2]. 

The final result would be a routine series of 
reports, produced at frequent intervals, and 
according to neighborhood locations. 

Municipal records are those records main- 
tained by municipal agencies. The records are 
often unreliable and in difficult -to- manage 
form. However, where these problems can be 
overcome, the records can serve as a poten- 
tially good resource for indicators because 
the information is usually recorded in suf- 
ficiently fine spatial and temporal detail. 
As a first step, several basic criteria might 
be used in determining the usefulness of the 
events in these records [3]: 

-the events should be consistently defined; 
-the events should be discrete, with a 
known time of occurrence; 

- the events should be reported by very 
small geographic area; 



-the reported incidence of events should 

approximate the actual incidence; and 

-the events should be reported routinely 

and with as little delay as possible. 

Researchers have tended to pay little atten- 

tion to municipal records, and particularly 

to one indicator that most eminently satis- 

fies all of these criteria, urban fire 

alarms [4]. For instance, Figure 1 shows 

the different alarm types for New York City. 
Each separate type of alarm tends to follow 

different statistical patterns, suggesting 

that each one could potentially be used as 
an indicator of different urban conditions. 

Developing Usable Indicators 

Assuming that basic information about the 
city were available through surveys, street 
indicators, or municipal records, a second 
major concern has to do with the shaping of 
the information into usable form. Usability, 

in this case, is defined strictly in terms of 

the needs of the urban policy -maker. 

Generally, this means that the informa- 

tion should be accurate, timely, and brief. 

One prototype (and one of the few examples 

of an existing urban indicator) of the report 

needed is the Temperature -Humidity Index 
devised by the U.S. Weather Bureau. The 
Index is not intended as a measurement of 
weather conditions. Instead, it purports 

to record the amount of personal discomfort 
due to heat and humidity on any given day. 
Unfortunately, this Index is not reported 

for all urban areas, but where it is reported, 
the daily report provides highly relevant and 

timely information. In some cities, air pol- 

lution indices have also been devised and are 
now reported routinely [5]. 

Simple reporting, however, is not quite 

sufficient. The analyst must also give the 

policy -maker some sense of the degree to which 
an indicator deviates from normal. This means 

that, just as with the national system of 
economic indicators, the urban indicators 
must be seasonally adjusted or otherwise 
normalized. For fire alarms, for instance, 

the analyst would have to point out the ex- 

pected seasonal patterns as shown in Figure 2. 

Interestingly, such seasonal patterns may 

underlie survey results as well, and replica- 
tion studies as suggested in a recent indica- 

tor document will have to be designed with 
this possibility in mind [6]. As another 
example, the alarms also have persistent geo- 
graphic patterns; Figure 3 shows the varia- 
tion in small areas for the borough of the 
Bronx for a one -month period. 

In addition, the analyst should also 

provide the policy -maker with substantive 
interpretations of the indicator. For in- 
stance, there has been a considerable amount 
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of research on the topic of neighborhood 
change, and particularly residential turnover 
from white to non -white populations [7]. If 

such research showed the existence of critical 
points in the turnover process, then such 
points_ should be identified along with the 
indicator report. Another substantive con- 
tribution would be the identification of early 
warning signs of significant urban change, 
whether involving an incipient riot, neighbor- 
hood abandonment, economic shifts, or urban 
renovation [8]. Many have hypothesized, for 
instance, that a rise in false fire alarms in 
a neighborhood is an early sign of large popu- 
lation turnover, primarily from middle -income 
to lower -income families. In short, policy - 
makers would benefit most from an indicator 
system that not only provides the essential 
information but also identifies the potential 
repercussions of indicator change. 

The final key to a usable set of indica- 
tors is a well -designed, computer -based in- 
formation system. Much has already been 
written about urban information systems, most 
of it belaboring the obvious points concerning 
system design and programming talent [9]. The 
main reason for a computer -based system is 
simply that, for the large American city, the 
number of relevant incidents is usually large 
and the calculations required for various 
indices are complex, but the data must be 
reported as quickly as possible. Hence there 
is ample justification for creating a computer - 
based urban indicator system. 

Exploration Of New Policy Options 

The third major concern in the use of 
urban indicators is not one that is normally 
regarded as part of the development of social 
indicators. This concern does not involve 
the creation of new and usable information as 
much as it involves the development of new 
types of program options that are available 
to the policy - maker. In short, urban social 
indicators must be created hand -in -hand with 
new urban programs and responses. 

Why should this be a part of the indicator 
job? The answer is related to the problem of 
making value judgments in indicator research. 
As Moynihan has written, social indicators in 

general are likely: 

...to be developed by professors and 
government executives who will be far 
more concerned with what is bad about 
cities than with what is good about 
them. These men will judge good and 
bad in terms of their own rather spe- 
cial values acquired in the course of 
family, religious, educational, and oc- 
cupational experiences that, by and 
large, are quite different from those 
of the urban masses whose condition 
they will seek to measure [10]. 



Thus much care must be exercised in deciding 
what should be measured and how changes in 
indicators should be interpreted. By now, 
most people have been sensitized to the 
problem, although adequate means for dealing 

with implicit value judgments have not 
emerged. 

However, the very creation of an indica- 
tor series is also a prejudicial step if only 
one response action is available to the policy - 
maker. For instance, supposing an investigator 
were asked to develop an early warning system 
for urban riots, and such an indicator actual- 
ly came into existence. At the present time, 
most mayors have only one recourse in a riot 
situation: summoning control forces and 
preventing or combating the riot. Under 
such conditions, the early warning system 
has therefore become not only a riot indica- 
tor, but it has also become an instrument of 
riot suppression. Similar cases can be made 
for crime indicators, or any indicator con- 
cerning the formation of youth gangs. In 

each case, if there is only one response 
available to the decision- maker, the indica- 
tor becomes an unwitting partner of a fixed 
urban policy action. 

In order to create a usable and less 
biased series of urban indicators, analysts 
must therefore also develop new policy options 
for the decision- maker. In the case of urban 
riots, other options could involve peaceful 
street negotiations, perhaps by the mayor 
himself, or the development of other emer- 
gency contingencies to help rectify whatever 
immediate situation is leading to the riot. 

Perhaps even more important, longer -term 
follow -up programs could be considered to 
provide more meaningful and permanent im- 
provements. It should be pointed out that 
the development of new programs and options 
is a very complex affair, in that the programs 
often have unintended consequences [11], but 
that in spite of these difficulties the devel- 

opment of new options should be an integral 
part of the development of new indicators. 

Second -Order Effects Of Indicator Systems 

The need to develop new policy options 
is actually but one example of a whole class 
of broader second -order concerns [12]. Where 
reliable indicator systems are developed, in 

other words, policy -makers and citizens may 
both pursue new courses of action as a result 
of the new indicator information. The policy - 
maker, as has been pointed out, can use his 
existing program options more effectively. 

The citizen, however, can also change 
his preferences and activities because of the 
indicator. An obvious example involving the 
citizen would derive from a crime indicator 
system. If crimes and perceived safety were 
routinely reported for different neighborhoods, 
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citizens might then be better forewarned to 
protect themselves and their property. On 
the other hand, the routine crime reports 
might also serve to accelerate residential 
relocation from high -crime to low -crime neigh- 
borhoods, and such movement (since it would 
be selectively limited to the families that 
could move) might leave the high -crime neigh- 
borhood vulnerable to even more crime. The 
indicator reports themselves could thus have 
both positive and negative effects. 

The development of social indicators 
therefore entails the serious risk that con- 
ditions can be aggravated simply because of 
the fact that indicators have been created 
and reported. These second -order effects 
could be entirely undesirable, and could be 
avoided if the indicators were not reported 
in the first place. The researcher engaged 
in developing social indicators must consider 
the possible second -order effects of his in- 
dicator system, and weigh the likely advan- 
tages and disadvantages of the system. Nat- 
urally, this decision - making process will 
involve another set of value judgments, and 
more research is needed to determine the 
appropriate criteria for recommending which 
indicators on a certain topic be developed 
or not be developed. 

Summary 

In summary, the researcher who attempts 
to develop meaningful and useful urban in- 
dicators is faced with several problems beyond 
the normal methodological concerns of statis- 
tical validity and reliability. First, he 
must locate a good information source for' 
indicators, knowing that at present there is 
very little known about basic urban conditions, 
even on such essential matters as the overall 
population or the population's mobility, 
health, or income. The main suggestion here 
has been that researchers give more attention 
to the use of street indicators and to munici- 
pal records, and less attention to the use of 
residential surveys, which tend to be cumber- 
some and unresponsive to the policy -maker's 
needs for timely decisions on a small -area 
basis. Second, the good analyst must not only 
provide indicator data in a compact and usable 
form, but he must also carry out relevant 
analysis on indicator trends so that he can 
tell the policy -maker when indicator changes 
represent significant deviations, and what 
changes may be important as critical points 
or as early warning signs. Finally, the 
analyst must also keep in mind the potential 
second -order effects of the creation. of in- 
dicator systems. These include the develop- 
ment of new policy options to go along with 
the creation of new indicators, so that the 
indicators do not automatically become in- 
struments of single public policies. The 
second -order effects also include the judgment 



that urban conditions will not be aggravated 
simply as a result of the existence of the 

indicator information. 

These requirements perhaps pose a 

formidable agenda for the researcher. How- 
ever, the requirements must be met if urban 
indicators are to share any part of the 
reality of the American city in the nineteen - 
seventies. 
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POLICY IMPLICATIONS OF CURRENT DRUG ABUSE 
ESTIMATES FOR LOCAL AREAS IN NEW YORK CITY 

Mary G. Powers, Ruth M. Cullen, and John M. Martin 
Fordham University 

A recent article in the New York 
Times referred to attempts to estimate 
the number of addicts in the United 
States as a "numbers game. "1 Many who 
have made or used such estimates for 
program purposes would agree. Ignoring 
for the moment the interesting question, 
"Who is an addict ?" and relying on oper- 
ational definitions based on existing 
data, the number estimated varies widely 
depending on what sources and methods are 
actually used. 

This paper examines and evaluates 
Narcotics Abuse rates derived from New 
York City Narcotics Register data, New 
York State Narcotic Addiction Control 
Commission (NACC) estimates, and from 
New York City police arrest figures. 
These are the three basic sources of 
data for most estimates of the magnitude 
of the drug problem in New York City. 
Data taken from the Narcotics Register 
and from estimates made by NACC were used 
to describe rates of opiate use in New 
York City and the various subareas or 
neighborhoods of the City for 1964 
through 1967. These subareas were then 
ranked according to rate of opiate use. 
(Graph A). 

This ranking was made from esti- 
mates of drug use per 1,000 population 
15 -44 years old, based on Register data 
and tabulated by Health Center Districts. 
There are thirty Health Center Districts 
in New York City. These may be defined 
as sub -communities or neighborhoods with- 
in the city. 

The ranking provides a basis for 
viewing the problem of drug abuse in New 
York City as a whole, and comparatively, 
among local communities within the city. 
Because of problems with the base data, 
however, extreme care must be taken in 
interpreting these and other available 
data - especially in using them to de- 
rive estimates of numbers of addicts. 
Yet one'constantly hears in radio, press, 
and T.V. coverage of the drug problem 
references to the magnitude of the prob- 
lem in terms of large numbers - estimates 
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of from 100,000 to 600,000 addicts in 
New York City. The accuracy of numbers 
such as these cannot be evaluated pre- 
cisely because of the sources of the es- 
timates. The data and method used to de- 
rive the numbers are described as follows. 

Register Data 

According to the 1969 report of the 
Narcotics Register, there were 94,699 
drug abusers reported in New York City 
for the year.ending December 31, 1969.2 

Manhattan ranked first among the 
five boroughs in reported cases of opiate 
abuse. Of the seven health districts in 
Manhattan, Central Harlem ranks first, 
East Harlem had the second largest number 
of cases, and the Lower East Side ranked 
third. Among the 30 Health Center Dis- 
tricts in New York City as a whole, the 
Lower East Side ranked fifth in newly re- 
ported cases of narcotics abuse in 1969. 

Central and East Harlem are rela- 
tively homogeneous with respect to ethnic 
make -up. The Lower East Side is not. It 
is still a heterogeneous area. This eval- 
uation of available data focuses on fig- 
ures for the Lower East Side relative to 
all other areas. It was performed as 
part of an overall evaluation of Horizon 
Project, a drug treatment program in the 
area operated by the New York City Addic- 
tion Services Agency and funded by the 
National Institute of Mental Health. The 
results have implications for neighbor- 
hood based programs in all areas, however. 

Table A describes the total number of 
narcotics abusers reported to the Regis- 
ter from the Lower East Side, Manhattan, 
and New York City. The table suggests a 
dramatic increase in drug use over the 
period shown. The increase probably re- 
sults from both an increase in the number 
of narcotics abusers in the City and in- 
creased reporting to the Register by the 
agencies involved. 

What are the addicts like in terms 
of social characteristics? More detailed 



tabulations have been made of the social 
and demographic characteristics of heroin 
abusers than of all narcotics users. 
The 1969 data from the Register indi- 
cates that 87 percent of all drug abuse 
is heroin use. Thus, the material des- 
cribing heroin abusers has been used 
interchangeably with that for total nar- 
cotics abusers. 

Narcotics Register data on heroin 
abusers residing in the Lower East Side 
indicate that the ethnic breakdown of 
users was similar to the ethnic make -up 
of the community. Approximately 50 per- 
cent of the cases reported to the Regis- 
ter were Puerto Rican, 27 percent were 
other whites and 19 percent were blacks. 
This ethnic breakdown remained relative- 
ly stable over the period for which data 
were available. Most users reported to 
the Register were between 20 -30 years of 
age. The proportion of blacks was high- 
est in the thirty and over age category, 
however, 31.1 percent compared to 19 per- 
cent of the total. This may indicate 
1) that drug use started earlier among 
blacks than others, and therefore, some 

users are older, or 2) that drug use may 
be a temporary or "youth" phenomena 
among Puerto Ricans and other whites and 
a long -term behavior pattern among 
blacks. 

If these figures reflect the actual 
addict population in the Lower East Side, 
Puerto Ricans are over -represented, par- 
ticularly in the younger age categories, 
while blacks are proportionately greater 
in the thirty and over age category. As 
will be seen shortly, however, Register 
data must be interpreted with extreme 
caution. 

Evaluation of Data and Estimates 

The figures cited indicate a mas- 
sive and increasing drug abuse problem 
in New York City and in the Lower East 
Side. It is, however, difficult to 
evaluate the completeness and accuracy 
of these data because of 1) the method 
of reporting to the Register and 2) the 
method of correcting for under -reporting 
used by NACC in making estimates of 
rates per 1,000 population for each 
Health Center District. 

The Narcotics Register Protect 

The Narcotics Register Project of 
the New York City Department of Health 
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is an example of the "cumulative case 
register" approach to disease surveil- 
lance uses in many areas of public health 
practice.' 

A case register is a system for col- 
lecting information on a population with 
a particular disease or problem based on 
cases reported by agencies or individuals 
(e.g., physicians, therapists) within a 
specified area. The Narcotics Register 
was designed to develop methods of estab- 
lishing a reliable up -to -date, unduplica- 
ted count of narcotics addicts in New 
York City.4 

The Narcotics Register has been 
viewed as a research project with no anti- 
cipated case intervention by either pub- 
lic health practitioners or law enforce- 
ment officials. Under the New York City 
Health Code, the reports supplied by the 
various social service agencies working 
with addicts are confidential and not sub- 
ject to subpoena. Some agencies have 
been reluctant to report to the Register, 
however, because they fear confidentiality 
will not be maintained. In fact, even 
with all the publicity given to drug prob- 
lems in public schools, the Board of Edu- 
cation has only recently agreed to report. 
Part of the increase in the incidence of 
drug abuse thus may be attributable to 
increased and better reporting to the Reg- 
ister. 

Definition of Addiction 

Definitions of addiction have been 
formulated by a number of organizations 
in the addiction field. They usually in- 
corporate the three related phenomena of 
tolerance, physical dependency, and habit- 
uation to opiates or opiate -like drugs. 
The Narcotics Register has had consider- 
able difficulty in developing suitable 
operational definitions. Cases are filed 
as narcotics addicts if 

1. the individual had been 
accepted by a hospital or 
clinic for in- patient treat- 
ment, 

2. the individual was reported 
by a medical source, and, 

3. the individual was accepted 
for treatment and reported by 
an established social service 
agency.5 



The above represents an acceptance 
of the "addict" definition used by the 
agency of report. Cases with only a 
single report, therefore, may be very 
different with respect to their actual 
drug involvement. Very little is really 
known about patterns of drug use over 
time. We do not know how many temporary 
or even one -time users exist. Thus, and 
most significantly, it may be quite in- 
accurate to list a one -time user, who 
happens to have been arrested on the oc- 
casion of use, in a Register which is 
designed to be primarily a cumulative 
list of active users. In addition to 
the fact that each reporting agency's 
definition of "addict" is accepted, in- 
accuracies in the data occur because 
some addicts may be reported more than 
once during the year, sometimes under 
different names and /or addresses. How- 
ever, Register personnel feel they have 
minimized the duplication of reporting 
since 1969. Another possible source of 
error is suggested by the findings of 
another paper in the evaluation program 
which indicates that there is good rea- 
son to believe that a small number of 
persons in various treatment programs 
are not addicts at al1.6 Youths appre- 
hended for a crime may plead addiction 
and opt to go to a treatment center in 
lieu of prison. 

Problems of Estimating Drug Use 

In addition to the problems of defi- 
nition of "addict" or "user" and dupli- 
cate reporting to the Register, another 
difficulty may arise from the method of 
correcting for under -reporting to the 
Register. The rates of opiate use in 
the 30 Health Center Districts in New 
York City were computed by NACC's Divi- 
sion of Research, based on data from 
the Register. In order to correct for 
the acknowledged under -reporting to the 
Register, NACC research personnel de- 
vised a novel method for estimating the 
number of actual users from the Register 
cases. The method is described as fol- 
lows: 

"In the period January 1, 1964 
through December 31, 1967, 46,400 dif- 
ferent drug abusers were reported to the 
Register. Of this group, 38,751 were 
heroin users reported one or more times 
in this period. A recent check by the 
New York State Narcotic Addiction Con - 
crol Commission of known addicts 
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living on a slum block in Manhattan dis- 
closed that 78 percent were listed in the 
Register. A check by the City Depart- 
ment of Health on persons whose deaths 
were certified by the Medical Examiner as 
due to narcotism revealed that 60 percent 
of the death certificates ascribing death 
to evidence of narcotics were listed in 
the Register. Thus, it seems reasonable 
from the aforementioned clues, to esti- 
mate that the Register is about 65 per- 
cent complete as a list of regular heroin 
users in New York City. From this, one 
can estimate that there are 58,500 heroin 
users in the City. Since 87 percent of 
the opiate users reported to the Register 
were heroin users, the 58,500 heroin 
users were readjusted for this proportion, 
and it is estimated that there were ap- 
proximately 65,000 regular users of opi- 
ates in New York City at the end of 1967. 

This estimate is based on a four - 
year period, 1964 -67. In addition, a 
recent NACC Benchmark Survey Report in- 
dicated under -reporting in low drug den- 
sity areas. Where observations and the 
assumption that those reported are more 
than occasional users and a large number 
who may have tried opiates have not been 
included, a higher figure for opiate 
users may be justified.7" 

The above estimate of 65,000 opiate 
users was then used to calculate the 
rates per 1,000 population 15 -44 years of 
age for the city as a whole, for each of 
the five boroughs and for the thirty 
Health Center Distrists into which New 
York City is divided. Construction of a 
rate based on the population 15 through 
44 years of age appears reasonable in 
view of the fact that 97 percent of all 
heroin users listed in the Register from 
1964 -1967 were in this age group. To the 
extent that there is any difficulty with 
the rates, it arises primarily from two 
sources: 1) the correction factor for 
under -reporting and, 2) the use of 
"known addicts" in a four -year period as 
the numerator with an estimated popula- 
tion for one year, 1965, as the denomina- 
tor. 

The correction for under -reporting 
estimates that the Register contained 
only 65 percent of the opiate addicts for 
1964 -1967. The NACC research personnel 
recognized that the correction factor 
would have to be recomputed each year and 
that there is more under -reporting in low 
drug use areas than in high use areas 



such as the block from which the 78 per- 
cent figure was derived. It is the only 
attempt to correct for the known under- 
reporting, and probably as good as any 
especially when used for comparative pur- 
poses. There is, however, no way of 
knowing whether the absolute numbers de- 
rived from the rates for any single area 
are correct. They may be higher in some 
areas and lower in others. 

A second source of difficulty may 
contribute to an over -estimation of the 
number of addicts. A purist might argue 
about the logic of the mathematics of 
rate construction using a 4 -year numera- 
tor and a 1 -year denominator. On the 
other hand, because of the nature of 
narcotics addiction, it might be argued 
that "known addicts" in 1964 are still 
addicts in 1965, 1966, and 1967 and 
therefore, legitimately part of the nu- 
merator, whether reported to the Regis- 
ter each year or not. There would still 
be a question of residence, however. A 
"known addict" with an address in the 
Lower East Side in 1964 may still be an 
addict in 1966, but with an address in 
the Bronx. And, it is possible that he 
may not even be an addict. So little is 
known about the process of "cure," es- 
pecially if it is not in a program, that 
it is impossible to estimate the number 
of former addicts who are cured or 
"clean." Also, the original report to 
the Register may have involved minimal 
and /or temporary involvement with drug 
use, because of the nature of reporting 
to the Register. One would have to ex- 
amine each case reported by the police, 
for example, to determine the range of 
involvement with drugs used by the po- 
lice to define "user" for reporting pur- 
poses. The same is true for other repor- 
ting agencies. 

The point of all this is that a rate 
is usually expressed for a single period 
of time. Thus, for example, to describe 
the crude birth rate for 1965, one would 
need to know the number of births in 
1965, and the total population in 1965. 
When it comes to a rate of opiate use, 
however, the existing NACC estimate for 
New York City utilizes a count of users 
obtained over a four -year period. This 
is then corrected upwards for known 
under -reporting, and related to the pop- 
ulation base for a single year. 
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To compute a meaningful rate per 
1,000 of opiate users, one needs: 1) the 
number of known users in a given year and, 
2) the estimated population for that same 
year. At present, there is no provision 
for removing drug names from the Regis- 
ter. Once listed, a name remains on the 
Register. Thus, at any time, the Regis- 
ter includes some "cured" addicts and 
some non -users who experimented briefly 
or on a single occasion in the past. A 
better "user" population is needed to 
construct a rate. If a report is made 
each time the user comes in contact with 
the law, social service agencies, and 
medical sources, it might be possible to 
get a somewhat more accurate unduplicated 
list of addicts, for a single year (re- 
gardless of whether they appear on the 
Register in previous years), correct that 
for under- reporting, and use it as the 
numerator in the calculation of a rate 
instead of the cumulative number in the 
Register. The research cited suggesting 
that non -addicts are sometimes categor- 
ized as addicts and placed in programs, 
may also make it necessary to correct for 
"over- reporting." 

An alternative method for estimating 
rates might utilize New York City Police 
Department drug arrest figures for sup- 
plementary information. Narcotics ar- 
rests have increased dramatically over 
the last five years in New York City. 
The increase is due in part, to what ap- 
pears to be a real increase in the drug 
abuse problem, but in part also to a re- 
deployment of manpower and an increase in 
enforcement efforts by federal and city 

police agencies. The arrest data gener- 
ated by the police department indicate 
the number of arrests, not the number of 
people arrested during the period covered. 
At present, data are not available indi- 
cating how many different people are in- 
volved in the total arrests report. Fur- 
thermore, as indicated previously, not 
all people arrested for narcotics offen- 
ses are addicts; and many addicts are 
arrested for non -narcotic offenses in- 
cluding theft, assault, and disorderly 
conduct. 

Narcotics arrests of adults in the 
89 police precincts in the city totaled 
52,479 in 1970 compared to 35,178 in 
1969 and 22,428 in 1968. The increase in 
felonies is especially notable in 1970 
compared to earlier years. (Felonies 



represent arrests for hard drug abuse.) 

The number of narcotics arrests 
each year represents a sizeable propor- 
tion of the number on the Register for 
the same years. The Police Department 
reports all narcotics arrests to the 
Register. Yet arrest reports are only 
one of several sources of case data for 
the Register. It would be valuable to 
determine how many of the arrests repor- 
ted are duplicate cases (also reported 
by drug treatment agencies for example). 
Such a clarification is not yet avail- 
able. Yet given a file of unduplicated 
names which contain all of the drug use 
reports on each case (whether from po- 
lice, hospital, etc.), it might be pos- 
sible to design a method for estimating 
how much activity is generated by each 
reported addict each year, and thereby 
improve somewhat the accuracy of current 
estimates of the size of the addict pop- 
ulation in the City. This would not, of 
course, correct for all sources of error 
in the Register. 

It appears that the present method 
of estimating narcotics abuse rates, 
while useful for comparative purposes 
such as ranking the various sub- communi- 
ties within the City, most likely re- 
sults in an over -estimation of the total 
number of known addicts in New York City 
when the absolute figures are utilized 
to specify the extensiveness of drug ad- 
diction. Whatever the numbers of addicts 
are, they are large and increasing. 
Whether they are the same numbers as 
those derived from existing data is open 
to question, and it is suggested that 
existing estimates be used cautiously. 

One policy implication of this eval- 
uation concerns the funding of neighbor- 
hood based drug treatment programs. Any 
increase or decrease in the number of 
drug treatment programs in a community 
such as New York City is likely to in- 
fluence the number of addicts reported 
to any central register. Moreover, the 
rapid expansion of drug programs as al- 
ternatives to overcrowded criminal jus- 
tice systems is also likely to increase 
the number of "addicts" as youngsters 
opt for drug treatment instead of jail. 

When central registers are used to 
compare the number of "addicts" in the 
sub -communities of the City with a num- 
ber of drug treatment programs in opera- 
tion, or districts subject to intensive 
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police surveillance, they may be expected 
to report more individuals to central 
registers than districts with few such 
programs or pressures. These same dis- 
tricts may then make a case for receiv- 
ing more funds and programs than areas 
reporting fewer cases of drug abuse. 
Thus, to reiterate an earlier point, 
current estimates must be used with 
caution. 
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2. Narcotics Register Statistical Re- 
port- -1969. New York City Depart- 
ment of Health, Office of Research. 
(No date) 

3. Narcotics Register Project Report, 
1967 -1968. 

4. Zili Amsel, Carl L. Erhardt, Donald 
C. Krug and Conald P. Conwell in 
"The Narcotics Register: Develop- 
ment of a Case Register," paper pres- 
sented at the 31st Annual Meeting of 
the Committee on Problems of Drug 
Dependence; Division of Medical Sci- 
ences, National Academy of Sciences- - 
National Research Council. February 
25, 1969. 

5. Ibid., p. 2. 
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TABLE A. NUMBER OF NARCOTICS ABUSERS REPORTED TO THE REGISTER FROM THE LOWER 
EAST SIDE, MANHATTAN AND NEW YORK CITY, BY YEAR OF FIRST REPORT 

Year Lower East Manhattan 
Sicle (LES) 

1964 -1969 

1964 -1968 

1969 

4,632 

3,043 

1,589 

37,475 

25,337 

12,138 

LES as a 
New York City Percent 

Manhattan 

LES as a 
Percent 

New York City 

94,699 

58,095 

36,604 

12.4 

12.0 

13.1 

4.9 

5.2 

4.3 

Source: Narcotics Register Project, New York City Department of Health, 1969 
Statistical Report. 

TABLE B. HEROIN ABUSERS REPORTED TO THE NARCOTICS REGISTER FROM THE HORIZON 
PROJECT AREA, 1964 -1968 

by ETHNICITY 

Ethnicity 

YEAR 
1964 - 1968 1968 1967 1966 1965 1964 

No. No. % No. % No. % No. % No. 

Total 

Puerto 
Rican 

Other White 

Negro 

Other/ink. 

1,729 100.0 394 100.0 334 100.0 371 100.0 342 100.0 288 100.0 

863 49.9 202 51.3 163 48.8 185 49.9 .161 47.1 152 52.8 

470 27.2 93 23.6 90 26.9 101 27.2 120 35.1 66 22.9 

329 19.0 74 18.8 73 21.9 72 19.4 51 14.9 59 20.5 

67 3.9 25 6.3 8 2.4 13 3.5 10 2.9 11 3.8 

Source: Narcotics Register Project, City of New York, Department of Health, 1968. 
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GRAPH A 

NEW YORK CITY RATES OF OPIATE USE PER 1,000 POPULATION, 
15 -44 YEARS OLD - RANKED BY HEALTH CENTER DISTRICTS 

Rate Per 
1,000 

Central Harlem 

East Harlem 

Riverside 

Lower West Side 

Morrisania 

Mott Haven 

Lower East Side 

Washington Heights 

Red Hook -Gowanus 

Fort Greene 

Bedford 

Tremont 

Williamsburg 

Bushwick 

Brownsville 

Westchester 

Sunset Park 

Pelham Bay 

Jamaica East 

Kips Bay 

Astoria -Long Island 
City 

Fordham- Riverdale 

Gravesend 

Jamaica West 

Corona 

Flatbush 

Bay Ridge 

Richmond 

Maspeth- Forest 
Hills 

Flushing 

20 40 60 /140 

145.7 

l::i;0.s..O 
F 

21.0 

9.7 

zz209.6 

9.5 

9.4 

._18.3 

7.7 

6.4 

M.9 
5.8 

5.5 

05.3 

3.8 

3.1 

3.0 

2.7 
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43.5 

39.3 

38.8 

38.6 

N 

62.3 

72.5 

Based on Cases Reported One 
or More Times in 1964 -67 to 
the Narcotics Register of the 
New York City Department of 
Health, Corrected Upwards 
Per Estimate That This, 
Police and Medical Reporting 
Covers only 60% of Regular 
Opiate Users 

Code: 

I 
Manhattan 

Bronx 

Brooklyn 

Queens 

Richmond 



HORIZON PROJECT AREA 
TABLE C. TOTAL NUMBER OF INDIVIDUALS REPORTED TO NARCOTICS REGISTER BY AGE AND ETHNICITY 

1964 -1968 

Y E A R 

Age and 
Ethnicity 1964 1965 1966 1967 1968 

Total 
1964 -1968 

No. No. % No. No. No. % No. 
Under 20 

25 100.0 36 100.0 40 100.0 51 100.0 67 100.0 219 100.0 Total 
White 7 28.0 20 55.5 13 32.5 16 31.4 18 26.9 74 33.8 
Negro 2 8.0 0 0.0 4 10.0 5 9.8 4 6.0 15 6.8 
Puerto Rican 16 64.0 16 44.4 23 57.5 28 54.9 41 61.2 124 56.6 
Other/Unknown 0 0.0 0 0.0 0 0.0 2 3.9 4 6.0 6 2.7 

20 - 29 
Total 171 100.0 213 100.0 217 100.0 190 100.0 222 100.0 1,013 100.0 
White 39 22.8 71 33.3 69 31.8 55 28.9 55 24.8 289 28.5 
Negro 30 17.5 28 13.1 34 15.7 31 16.3 45 20.3 168 16.6 
Puerto Rican 101 59.1 112 52.6 113 52.1 102 53.7 115 51.8 543 53.6 
Other/Unknown 1 0.6 2 0.9 1 0.5 2 1.1 7 3.1 13 1.3 

30+ 
Total 73 100.0 83 100.0 109 100.0 86 100.0 80 100.0 431 100.0 
White 15 20.5 24 28.9 18 16.5 19 22.1 13 16.3 89 20.6 

Negro 24 32.9 22 26.5 32 29.4 35 40.7 21 26.3 134 31.1 

Puerto Rican 26 35.6 30 36.1 47 43.1 28 32.5 43 53.7 174 40.4 
Other/Unknown 8 11.0 7 8.4 12 11.0 4 4.7 3 3.7 34 7.9 

Age Unknown 
Total 19 100.0 10 100.0 5 100.0 7 100.0 25 100.0 66 100.0 
White 5 26.3 5 50.0 1 20.0 0 0.0 7 28.0 18 27.3 
Negro 3 15.8 1 10.0 2 40.0 2 28.6 4 16.0 12 18.2 
Puerto Rican 9 47.4 3 30.0 2 40.0 5 71.4 3 12.0 22 33.3 
Other/Unknown 2 10.5 1 10.0 0 0.0 0 0.0 11 44.0 14 21.2 

SOURCE: Narcotics Register Project, City of New York, Department of Health, 1968 

TABLE D. NARCOTICS ARRESTS BY THE NEW YORK CITY POLICE DEPARTMENT 
IN NEW YORK CITY AND IN THE PRECINCTS IN THE HORIZON 

PROJECT AREA, 1968, 1969, 1970 
ARRESTS 

Precinct Percent Percent 
and Type Change Change 
of Arrest 1968 1969 1970 1968 -69 1969 -70 

New York City 
Felonies 9,626 15,431 26,799 +60.3 +73.7 
Misdemeanors 12,802 19,747 25,680 +54.2 +30.0 
Total 22,428 35,178 52,479 +56.8 +49.2 

5th Precinct 
Felonies 198 189 211 -4.5 +11.6 
Misdemeanors 95 104 125 +9.5 +20.2 
Total 293 293 336 0.0 +14.7 

7th Precinct 
Felonies 208 177 322 -14.9 +81.9 
Misdemeanors 277 271 286 -2.2 +5.5 
Total 485 448 608 -7.6 +35.7 

9th Precinct 
Felonies 642 938 1,286 +46.1 +37.1 
Misdemeanors 299 699 574 +133..8 -17.9 
Total 941 1,637 1,860 +74.0 +13.6 

13th Precinct 
Felonies 80 126 193 +57.5 +53.2 
Misdemeanors 86 154 151 +79.1 -1.9 
Total 166 280 344 +68.7 +22.9 

Source: Special tabulation prepared from New York City 
Police Department data. 
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DISCUSSION 
Robert Parke, Social Science Research Council 

In an essay entitled Toward Social Report- 
ing: Next Steps, published by the Russell Sage 
Foundation, Dudley Duncan outlined two approaches 
to the study of social change. One approach is 
to think through the question of what ought to be 
measured and then figure out how to measure it. 
The other is to measure something we know how to 
measure and then figure out what the measures 
mean. Broadly, and with some injustice, I would 
classify the paper by Powers, Cullen and Martin 
on drug abuse estimates as an instance of the 
first approach and the papers by Yin and by Hill 
and Newman as instances of the second approach. 

Yin settles upon fire alarms as an indicator 
series on the basis of purely statistical 
criteria, that is to say, the consistency of 
definition of observations, consistency and 
promptness of reporting, coverage of the 
universe, etc. On such grounds he regards fire 
alarms as worthy of extended statistical 
analysis simply because fire alarms make good 
statistics, not because they have any settled 
meaning for the social statistician, as yet. 

By contrast, the work of Powers, Cullen and 
Martin is clearly in response to a pre- 
established necessity to come up with decent 
data on drug abuse. They claim, justly I believe, 
that the statistics describe a massive and 
increasing drug abuse problem in New York City 
and the lower East Side, and that, for compara- 
tive purposes as between subareas of New York 
City, their data are probably quite adequate. 
However, they note many problems with the data, 
some of which we recognize in other contexts as 
well. For example, Powers, Cullen and Martin 
note that the data from the narcotics register 
rise as a consequence of improved reporting by 
agencies as well as the result of the increase in 
use. The confounding of trend data by such 
processes is something we are familiar with in 
crime statistics. Second, the duplication and 
subsequent unduplication of reporting for 
individuals has the effect of making the revised 
data look like wholly new series. Third, the 
authors note the difficulties with the statisti- 
cal definition of addiction. Addiction has 
many dimensions -- sociological, psychological, 
physiological, and pharmacological --which make 
it impossible to establish a single statistical 
classification scheme for addiction. Here, it 
seems to me, the investigators are imposing an 
unreasonable requirement on their own work. It 

is not clear the development of summary indices 
presupposes unidimensionality in the basic 
statistics. Fourth, the authors note the diffi- 
culty of knowing whether the absolute rates of 
addiction are correct, while acknowledging the 
usefulness of the data they present for comparing 
addiction rates for different areas. Finally, 
they suggest that the need to use a multi -year 
numerator poses a problem. This is not neces- 
sarily the case. In vital statistics we are 
familiar with the practice of preparing rates by 
consolidating numerator data for several years, 
especially in the case of rare events. 
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As a partial approach to the resolution of 
some of these problems, Powers, Cullen and Martin 
suggest in passing the possibility of using New 
York City Police Department figures on drug ar- 
rests. One must wonder whether this is really a 
viable alternative. In effect, it amounts to 
taking a measure of the treatment of a condition 
as the operational definition of the prevalence 
of the condition. Biderman has pointed out the 
extent to which conventional crime statistics are 
measures of the performance of the police rather 
than the prevalence of crime. There is an infla- 
tionary dynamic built into statistics of this 
character which impairs confidence in estimates 
of the prevalence of the condition. Just as a 
marketing director distinguishes between sales 
and the degree of market penetration, we must 
maintain the distinction between treatment and 
potential treatment, which here means prevalence. 

These considerations suggest two general 
comments. One has to do with the problems asso- 
ciated with data production for an undefined 
audience in a field where the measures are 
slippery. The other has to do with the nature of 
the task in social indicators. In determining 
what is an adequate measure, the statistician 
must ask "What difference does it make ?" That 
is, what would anyone do differently if the 
number given out were a rather than b. How good 
does a number have to be? There is, in general- 
purpose data programs, a perfectionist impera- 
tive which frequently results in the statisti- 
cian's imposing higher standards on the data than 
are necessary for all but a very few uses. The 
result - -and I have written my share of statisti- 
cal reports this way --is to label the data "Use 
with caution," and in effect to say, here are the 
numbers but don't believe them. The real 
question is what does the policy maker need to 
know? 

I think it is fair to say, given the dis- 
appointment of Powers and her colleagues with the 
results of what appear to have been heroic 
efforts, that drug abuse is an area in which 
there are no general -purpose data. This would 
seem to be one area where the most important 
number the policy maker needs to know is the 
telephone number of the analyst who prepared the 
estimate. He may be unable to use the numbers 
intelligently otherwise. While I emphatically 
dissent from Mr. Yin's suggestion that it is the 
function of the statistician to devise new policy 
options, I do believe that in the drug abuse area 
it is likely that the policy maker needs the op- 
portunity to test the meanings he imputes to the 
statistics against the judgment of the statisti- 
cian. As a statistician, one must be concerned 
with the policy maker's possible misapprehension 
of the data. This is different, however, from 
taking responsibility for the policy maker's 
misuse of the data in the sense which Mr. Yin 
discusses. I refer to Mr. Yin's concern about 
the statistician serving as an instigator of re- 
pression in the instance where the policy maker's 
options are limited, and the indicators, and 



therefore the analyst who produced them, serving 

as "an unwitting partner of a fixed urban policy 

action." 

These considerations lead me to a further 

suggestion about the relationship between social 

indicators and social reporting. In many of 

those interested in what is called the social 

indicators movement have thought of indicators 

development as an essential prologue in a pro- 

cess the outcome of which is social reporting on 

the state of the nation or the community with 

respect to some aspect of well- being. The 

problems in using highly imperfect data on 

highly important topics suggest grounds for 

selectively reversing the relationship here. 
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The efforts of Powers, Cullen and Martin suggest 
that in the area of narcotics addiction we are 
dealing with a subject where indicators for 
general use are not likely to be forthcoming 
soon. It is equally clear that this is an area 
where a limited range of propositions can be 
supported by the available data. What the 
statistician can do in this instance is to 
present those propositions as the chief outcome 
of his endeavor, supported, of course, by the 
estimates suitably qualified. That this exegesis 
requires care goes without saying. I think Hill 
and Newman provide us with a good view of some of 
the potential pitfalls, in the area they are 
concerned with. 



ON PROBLEMS OF ACCURACY AND COMPARABILITY OF INTERNATIONAL FERTILITY DATA 

Arjun Adlakha, Food Research Institute, Stanford University 

Introduction 

When one consults the United Nations Demo- 
graphic Yearbook, the major source of inter- 
national population data, he finds a large supply 
of data on human fertility. One will find birth 
rates given for a large majority of the countries 
of the world. However, after going through the 
footnotes to tables, which often run to several 
hundreds for a single table, one finds that the 

apparent existence of reliable fertility data is 
an illusion. To anyone more than a casual ob- 
server, it becomes clear that for a majority of 
the world's population, data from vital registra- 
tion statistics are so deficient that they cannot 
be used for statistical purposes. 

For many countries parameters of fertility 
are estimates from sources other than vital 
registration systems. Most often these are 
derived from censuses or surveys with the aid of 
demographic techniques developed in recent years. 
In a few instances information on fertility is 
available from dual systems, i.e., data are 
collected through two independent sources and 
corrected for events missed in both sources. 

This article briefly evaluates the current 
availability of fertility data and discusses some 
major problems of data comparability and adequacy. 
A complete analysis of the present availability 
of data should be based on a tabulation showing 
for each country of the world the kind of infor- 
mation available and how it is obtained. This 

would be a monumental task and is not undertaken 
here. Further, problems of comparability of 
data of less developed countries differ in nature 
from those of more advanced countries. In gener- 
al, satisfactory basic data on fertility for 
more advanced countries are available, though a 
skilled demographer may not find for all 
countries the detailed classification he needs 
for sophisticated analysis. On the other hand, 
data on fertility for less developed countries 
are usually estimates derived indirectly and 
suffer from numerous deficiencies. The present 
paper gives more attention to the latter. 

The paper is divided into two sections, one 

dealing with vital registration systems and the 
other with information on fertility obtained for 
several countries from sources other than the 

vital registration system. Discussion in this 
paper is confined to availability of data on the 
national level. 

Vital or Civil Registration Systems 

In the latest United Nations Demographic 
Yearbook, 1970, which lists more than 250 
countries and territories, there are some data 

on births for a great majority of the areas, and 
for certain years. However, for a large number 
of countries, under- registration of births is on 

the order of 30 per cent or more. In 1970, with 
the admittedly lenient criterion of completeness 
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of birth reporting (90 per cent or better is 
considered satisfactory), 66 per cent of the 
estimated world population lacks reliable birth 
registration. This is shown in Table 1. Around 
1947 usable vital statistics were available for 
about 30 per cent of the world's population .1 
There has been only a little improvement in 
availability of birth data during the last two 
decades. 

Deficiency in vital registration statistics 
is by no means randomly distributed among dif- 
ferent geographical regions. As might be 
expected, availability of birth statistics and 
social and material development are correlated. 
In Table 1 data are presented by major divisions 
of the world. Almost 100 per cent of the popula- 
tion of Europe (including the USSR) and Northern 
America have reliable statistics on live births 
while only a small fraction of the population in 
other regions are so classified. Even such 
rudimentary information as total number of births 
is missing for about 2.4 billion people living 
in developing areas. 

The availability of fertility data of satis- 
factory quality from civil registration systems 
by type of tabulation is given in Table 2. The 
table lists the types of tabulation and the 
aggregate population as well as per cent of total 
population for which each type of tabulation is 
available in various regions of the world. The 
contrast between the more developed and the less 
developed regions is startling with respect to 
the availability of satisfactory data for birth 
tabulations. While satisfactory data on total 
births are available for only a small percentage 
of the populations of developing nations, more 
detailed tabulations are even less widely avail- 
able. In Africa, while about 6 per cent of the 
population is classified as having virtually 
complete birth statistics, only one -half of one 
per cent has a classification of births by age 
of mother. The situation in Asia,excluding 
Japan, is not very different from that of Africa. 
In Latin America the situation is only slightly 
better than in Asia and Africa. 

This general lack of reliable data on births 
from vital registration systems for a large 
portion of the world population, however, not 
the only problem. Even in countries classified 
as having virtually complete data there are 
problems of comparability. These arise from 
differences in procedure for evaluation of birth 
data and differences in recording procedure. 

As stated above, the United Nations classi- 
fies data virtually complete for a country if 
coverage of births is at least 90 per cent 
complete. The basis for the evaluation is 
information accumulated from questionnaires, 
from direct correspondence, and from relevant 
official publications. However, there is 
considerable subjectivity involved, as in several 
instances the basis for a country's own evalua- 



tion is not provided. Even if one takes the 
evaluation results at face value, countries 
classified as having virtually complete data may 
vary in coverage between 90 and 100 per cent 
among themselves, as well as in the same country 
over time. 

Despite the recommendation of the United 
Nations to adopt a uniform statistical definition 
of births and procedures for tabulation of births 
there exist differences among countries.2 In 

many countries infants who are born alive but 
die before registration are not included in the 
live -birth registers, e.g. Algeria, Belgium, 
and France. In other countries the law specifies 
that an infant must survive for at least 24 hours 
before it can be considered for inclusion in the 
live -birth register, e.g. Ecuador and Spain. 
The effect of these factors is to underestimate 
total births. 

In addition, many countries, due not to 
obduracy but to necessity, report data on births 
by date of registration,J rather than date of 
occurrence, as recommended by the United Nations. 
A lag between date of occurrence and date of 
registration of 20 -25 years is not uncommon, 
though the majority of births are recorded 
within two to four years. Unless registration 
is prompt, such data are neither comparable 
internationally nor in the same country over 
time. For example, in Costa Rica, where data are 
tabulated by date of registration, it was ob- 
served that in recent years when registration 
improved the difference between births classified 
by date of occurrence and date of registration 
could be as high as 10 per cent. It is esti- 
mated that about 62,000 births occurred during 
1961, while registered births in 1961 were 
68,377.4 The official birth rate, published in 
the United Nations' compilations for the same 
year, was derived from the latter figure and was 
therefore substantially exaggerated. 

In brief, while vital registration systems 
provide satisfactory fertility data for most 
advanced countries, such data are missing for a 
majority of developing populations where prob- 
lems of population are most salient and where 
fertility plays a prominent role in the popula- 
tion problems. 

Other sources of Data on Fertility 

In the absence of usable data from vital 
registration systems, the basic information 
used to estimate fertility parameters for most 
developing countries comes from censuses or 
surveys. The estimation of fertility from 
census or survey data has been feasible due to 
development of ingenious demographic techniques 
in recent years. There are a large variety of 
techniques, among them those known as the stable 
population technique, the survival ratio tech- 
nique, the Brass technique, etc. On the basis 
of these techniques the Economic Commission for 
Africa and the Demographic Center for Latin 
America have provided estimates of fertility 
for most African and Latin American countries. 
Even more recently the use of such techniques 
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has made it possible for the United Nations to 

provide plausible estimates of birth rates for 

countries having no usable official data on 

births. 

The latest United Nations Population and 

Vital Statistics Report, which contains data 
available as of April 1, 1972, provides estimates 
of the birth rate for some 90 countries with no 
reliable registration data on births. For most 
of these countries the estimates are made by the 

United Nations. Details of computation for each 
country are not available; however, as explained 

in the Report these rates have been estimated 
from retrospective information obtained from 
sample surveys and censuses, by application of 

the "reverse survival" method and by other 

methods of analysis.5 Earlier, the Population 
Division of the United Nations provided data on 
birth rates for 1950 -55, 1955 -60, and 1960 -65 

for a large number of countries, mainly using 
data from censuses and surveys with the aid of 

the reverse survival method and the stable 

population technique.6 

Though these techniques have been useful 

tools in providing information which otherwise 
would not have been available, the information 

obtained in this manner is of limited utility. 
Several of the deficiencies in estimates 
obtained by the use of these techniques are 

illustrated below by detailing the two commonly - 

used techniques, stable population and survival 

ratio. The purpose of the discussion is merely 

to point out some problems in the application 
of the techniques and some limitations in the 

parameters obtained, not to describe the various 

techniques in use.7 

Stable Population Technique 

The stable population technique has been 
useful for obtaining estimates of the crude 

birth rates and --less often of other parameters 

of fertility for several countries without 

satisfactory vital statistics. For the proper 

application of the technique, the conditions 

required are that fertility and mortality in the 

population have remained unchanged in the long 

past and the population did not experience 

migration. If these conditions are met, esti- 

mates of fertility parameters for such a popula- 

tion can be obtained by comparing the age distri- 

bution of the population with a stable popula- 

tion which has a growth rate or mortality level 

identical to that of the population under con- 

sideration. Such comparison has been facili- 

tated by the work of Coale and Demeny, who have 

constrWcted a series of stable population 

models and also extended their use in situations 

of changing mortality but constant fertility in 

a population.9 

There are several limitations of the esti- 

mates obtained in this manner. These are as 

follows: 

First, as stated above, the technique is 

valid only if fertility in the long past has 

remained unchanged in the population under 



consideration. In several instances where the 
technique is used, it is difficult to ascertain 
directly whether this requirement is met since 
satisfactory information on fertility levels is 
not available. It is, therefore, generally 
assumed, rather than ascertained, that fertility 
in the population has been constant in the past. 

Second, because of the problems of age mis- 
reporting and of age -selective coverage in the 
census or survey enumeration, the technique often 
yields a wide range of birth rate estimates with- 
in which the true value for the population prob- 
ably lies. This can be seen from the data in 
Table 3, taken from the work of Zechariah on 
estimation of birth rates of Arab countries 
using the stable population technique.10 The 
birth rate corresponding to the cumulative pro- 
portion of population at different ages and 
growth rates differs widely within each country 
shown in Table 3. A difference of more than 10 
points between the lowest and highest value of 
birth rate for a country is not uncommon, while 
in several instances it is more than 15 points 
and in a few instances even greater than 20 
points. When such large difference in estimates 
of the birth rate for a given country exist, any 
averaging procedure is likely to provide an 
estimate which could be far from the true value. 
Estimates obtained in this manner, therefore, 
provide only a crude picture of the level of 
fertility of a country as well as of differences 
in levels of fertility among countries. 

Finally, the technique is useful for measur- 
ing levels but not for trends. If the objective 
is to study the change in the level of fertility 
of a population the technique cannot be used 
since such a population is not, by definition, 
stable. 

To illustrate these problems explicitly, 
stable population estimates of birth rates for 
Pakistan as obtained by various scholars are 
shown in Table 4.11 The data in Table 4 show 
that using the same technique and even the same 
data different persons arrive at different 
results. For example, using 1951 census data, 
Krotki estimates a birth rate of 55 for Pakistan. 
Using the same data, Ahmed's estimates of the 
birth rate for East Pakistan (now Bangladesh) 
and West Pakistan are 59 and 62 respectively, 
both higher than Krotki's estimate. When 1951 
census results are used the estimated birth rate 
is higher in East Pakistan than in West Pakistan. 
Results from 1961 census data are in just the 
opposite direction. The only conclusion one 
can derive from these data is that fertility in 
Pakistan is high. The data fail to provide any 
precise information on how high it is or on the 
direction and magnitude of differences in level 
of fertility between East Pakistan (now Bangla- 
desh) and West Pakistan. 

Use of Census Survival Ratios in the Estimation 
of Fertility 

When a country has had two censuses the 
birth rates can be obtained from the census 
survival ratios, that is the proportion of 
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age -group cohorts surviving from one census to 

the next, plus additional information from 
censuses. Details may vary, but the commonly - 
used techniques involve obtaining a life table 
representative of observed survival ratios. A 
birth rate can be obtained by two alternative 
procedures. The one commonly used by the United 
Nations is the "reverse survival" method, i.e. 

increasing the number of children of a given age 
group, usually -4 years, recorded in a census, 
by the life table survival coefficient, in order 
to estimate the number of births from which 
these children are survivors. An alternative 
procedure applies the age- specific death rate 
from the life table to the observed population 
by age to get a crude death rate. The birth rate 
is obtained by adding this death rate to the rate 
of natural increase usually determined as the 
rate of population growth between the two 
censuses. 

The use of survival ratios in obtaining 
birth rates has an advantage over the stable 
population technique because it is applicable 
even if fertility is changing. However, esti- 
mates of fertility obtained by this technique 
have limitations of a similar nature to those 
already described. Some of these are detailed 
below by illustrative data from Turkish and 
Brazilian populations which have had regular 
censuses and are representative of several Asian 
and Latin American populations. 

The construction of life tables. nr even 
the estimation of some level of overall mortal- 
ity, by this procedure requires that two 
censuses should be accurate, or at least that 
errors in the two censuses are of the same 
magnitude, and that ages are correctly reported. 
Generally, data from developing countries do not 
satisfy either of these requirements. Coverage 
probably varies from census to census,and there 
are certainly problems of age misreporting. 
Survival ratios obtained from census data are 
usually deficient and require some adjustment or 
smoothing. For example, census survival ratios 
obtained from the Turkish censuses conducted in 
1960 and 1965, shown in Table 5, provide results 
which are improbable. In certain ages the sur- 
vival ratios are greater thanunity, while at 
other ages they are surely too low. This 
pattern is not only common in Turkish popula- 
tions but also is found in other Asian popula- 
tions, notably India, Pakistan, and Indonesia. 
Improbable results are also noted in the case of 
females in Brazil; however, survival ratios 
based on data for males in Brazil are much more 
regular in pattern. Similar results are ob- 
served in other Latin American countries, i.e. 
problems of age- reporting are much less serious 
in the case of males than females. 

Recently Demeny and Shorter and Coale and 
Demeny have suggested a new procedure which 
minimizes the effect of age misreporting. They 
suggest the use of cumulative survival ratios 
instead of survival ratios for single cohorts, 
i.e. computing the proportion of the population 
surviving from age "x and over" in one census 
to age "x + 10 and over" in a census taken 5 or 



10 years later. This should be done for each 
age x from 0 to 40. Computations involve pro- 
jecting the initial population by various model 
life tables to conform to the population enumer- 
ated in the succeeding census and locating a 
model life table corresponding to each age "x 
and over" where x takes values from 0 to 40. 
Various life tables so selected provide a range 
of mortality estimates which is considered as 
the range of errors introduced by age misreport- 
ing. The median life table, it is suggested, 
should be selected and considered as the best 
estimate of the mortality level, relatively free 
of age misreporting.12 

Through the use of the procedure outlined 
above, values of have been obtained for males 
and females from the Turkish census conducted 
in 1960 and 1965 and the Brazilian census 
conducted between 1960 and 1970 and are shown 
in Table 6. In spite of the fact that this 
method is better than using individual cohort 
survival ratios, the range of mortality level 
is still too wide to provide an unbiased esti- 
mate of the true level of mortality. When 
values of e0 show variations of about 15 years, 
as in Turkey and for females in Brazil, the 
median may not be representative of the true 
value. 

Since estimation of birth rates depends 
upon the selected life *.able, errors in the 
latter are introduced in the former. In Table 7 

we give estimated birth rates for Turkey and 
Brazil using the lowest, median, and highest 
levels of mortality in these countries as 
obtained in Table 6 by two different methods 
outlined at the beginning of this section. The 
detailed interpretation of this table is left to 
the reader; however, a few points are worth 
noting. When basic data are of poor quality, as 
in the case of Turkey, the possible range for 
the birth rate is very wide and estimated values 
differ widely when one uses different procedures. 
Even when basic census data are of reasonably 
good quality, as in Brazil, estimated values are 
quite different when one uses different assump- 
tions. 

It should be further noted that birth rates 
estimated by the reverse survival technique, 
with a few exceptions, are lower than birth 
rates obtained by growth rate and death rate. 
This finding is not unexpected. The estimated 
value of birth rate by the reverse survival 
method depends upon the accuracy of the census 
count of children. Serious underreporting of 
children in censuses is a common feature of less 
as well as more developed populations. Thus not 
only is comparability limited by the grossness 
of the estimates: it is also systematically 
biased by the methods used, some of which by 
this inherent weakness produce lower estimates 
than others. 

The limitations of the techniques we have 
cited are known to demographers who use these 
data; however, they are explicitly brought out 
here. We have described only two of the many 
techniques, but other techniques have similar 
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limitations. We have also limited our discussion 
to estimation of birth rate, though techniques 
have been and are used to extract more detailed 

information on fertility. This requires addi- 
tional assumptions, which may introduce addi- 
tional biases. 

Concluding Remarks 

Reliable data on fertility are available 
for only a small per cent of the world's popula- 
tion, mainly living in the more developed 
countries of the world. A source of non- compar- 
ability for this group of countries arises from 

differences in the availability of detailed data. 

But in so far as basic data on births and births 
by age of mother are concerned, these are avail- 

able for most of these countries and can be 

considered as of reasonable quality for statis- 

tical purposes. 

For a large per cent of the populations of 
developing countries reliable information on 

fertility is non -existent. The available 

information for these countries for the most 

part comes from retrospective data with the use 

of demographic techniques. The burden of this 

paper has been that information obtained in 
this manner is suspect and should be used with 
care for cross -cultural comparison or studying 

changes in fertility over time in one country. 
The techniques used have several limitations: 

First, the techniques usually provide a 

range rather than a unique value of parameters 
to be estimated. Obtaining a precise figure 

requires some sort of averaging, dependent upon 

the choice of the researcher and sometimes on 

his preconceived notion of the plausible level 

of characteristics for the population under 
study. In fact, different scholars do arrive 

at different results nominally using the same 

data and the same methods for a population. 

Second, the use of the techniques often 

requires making some general assumptions, e.g., 

population is stable, censuses have identical 

coverage, which may or may not be true for the 

population under study. The techniques also 

make use of models derived mainly from the 

experience of Western nations, which may or 

may not be valid for populations of developing 

countries. 

Third, though techniques do provide some 

plausible estimates of levels they often fail 

to provide information on trends. 

The Population Division of the United 

Nations has been doing an excellent job in 

publishing data for a large number of countries 

in a single volume. Yet there is a need for 

some modifications in the presentation of data 

so that they are not misused. First,the criter- 

ion for classification of data as "virtually 
complete" should be more rigorous than presently 

used. It is suggested that for countries where 

strong evidence exists that data are reasonably 

accurate the data should be given in a separate 

table. For the remaining countries data should 



be published without any code for completeness. 
This should include those countries for which 
there is evidence that data are probably accur- 
ate but evidence is either fragmentary or of 
dubious nature. These limitations may be 
explained in footnotes to the table. Second, 
estimated rates as published in the United 
Nations' volumes give an impression of false 
precision as they are given in decimal points. 
In addition to the average, the range of esti- 
mated value should be included so that the user 
of the volume becomes aware of the approximate 
nature of the estimates and uses them with care. 

Demographers are usually aware of deficien- 
cies in available data and have been careful in 
using them and arriving at conclusions from such 
data. However, on occasion the data are used 
indiscriminately. In the case of less devel- 
oped countries users of the data should recog- 
nize (a) that for most countries birth rates are 
obtained indirectly from census data; (b) that 
the methods employed may build in systematic 
biases; and (c) that model life tables and 
stable population models are elegant methodolo- 
gies that may substitute a spurious plausibility 
and regularity for the more complex reality that 
careful analyses can reveal. In addition the 
user should carefully go through the footnotes 
to tables to become acquainted with the defi- 
ciencies of the data. 

Techniques, no matter how sophisticated, 
cannot substitute for good data. There is a 
need for improving basic sources of data as the 
existing information on fertility is inadequate 
for identifying changes in fertility in develop- 
ing countries and for making valid projections 
of future changes in fertility --and hence for 
evaluating the achievement of family planning 
programs now under way in several countries. 
Responsibility for improving the vital registra- 
tion system to make it capable of providing 
comparable and reliable information on fertility 
lies mainly with the governments. Progress in 
recent years has been disappointing, under- 
standably due to real problems of organization 
and funds. But these difficulties can be mini- 
mized by proper organization of the system and 
by financial and technical assistance. 

In the meantime, for several developing 
countries we will have to rely on data obtained 
from sources other than vital registration. 
Well- designed sample surveys, closely supervised 
with a skilled staff, can provide indispensable 
data on current levels and current trends in 
fertility. Finally, there is need to improve 
the analytical methods, perhaps most important, 
methods of estimating mortality for developing 
countries. Currently the procedure for esti- 
mating mortality in less advanced countries uses 
a model based mainly on the experience of Euro- 
pean and more advanced countries. There is 
evidence that such models may not be applicable 
to currently developing countries -3 and a new 
model based on the experience of these countries 
should be constructed. 
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Table 1. -- Estimated Total Population, Population With and Without 
Reliable:/ Birth Date, and Per Cent of Population Without Reliable 

Birth Data as of 1970 by the Major Regions of the World 

Population in Millions 

Total 
With reliable Without reliable 
birth data birth data 

Percentage 
without reliable 

birth data 

World 3638 1230 2408 66.3 

Africa 344 21 323 93.9 
Western 101 0.3 100 99.7 
Eastern 98 1.6 96.4 98.4 
Northern 87 19.3 67.7 77.8 
Middle 36 0.6 35.4 98.3 
Southern 23 0 23 100.0 

Northern America 227 227 0 0.0 

Latin America 285 105.4 180 63.1 
Tropical 153 1.2 151.5 99.2 
Middle 67 62.5 4.7 7.0 
Temperate 39 34.1 5.3 13.5 

Caribbean 25 7.8 17.6 69.2 

Asia 2056 152 1904 92.6 
East Asia 930 1221 817.9 88.0 
South Asia 1126 303 1095.7 97.3 

Europe 462 462 0 0.0 

Oceania 19.4 18.6 0.8 4.1 

USSR 243 243 0 0.1 

Source: United Nations, Demographic Yearbooks, 1969 and 1970. 

a/ Complete or virtually complete data as reported to the Statistical Agency 
of the United Nations. Some countries in Africa have complete data for 
certain ethnic groups. In these calculations such countries are 
considered as lacking complete data. Inclusion of these countries, 
however, does not make any substantial difference in the overall 

situation. 
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Table 2.-- Aggregate Population and Per Cent of Total Population for 

which Different Types of "Virtually Complete" Data from Vital 

Registration Systems are Available, by Major Regions of the World 

Population in Millions 

Type Africa 
of informa- Popu- 

tion lation % 

Number of 21 6.1 
live births 

Birth ratea/ 21 6.1 

Live births 2 0.5 
by age of 
mother 

Live birth 2 0.5 
ratesby 
of mother 

Live births 
by age of 
mother & 
birth order 

2 0.5 

Live birth 2 0.5 

rates by age 
of mother & 
birth order° 

Asia 
Latin 

America 
North 
America Europe 

Popu- 
lation 

Popu- 
lation % 

Pope- 
lation 

Popu- 
lation 

152 7.4 105 36.9 227 100.0 462 100.0 

152 7.4 105 36.9 227 100.0 462 100.0 

151 7.3 104 36.7 227 100.0 460 99.6 

151 7.3 74 26.1 227 100.0 427 92.4 

119 5.8 29 10.2 227 100.0 426 92.2 

110 5.4 23 5.1 227 100.0 164 35.5 

Source: United Nations, Demographic Yearbooks 1969 and 1970 

a/ Birth rate is the number of live births reported for a calendar year per 

1,000 persons in the same area at the midpoint of the year. 

b/ Rates specific for age of mother are the number of live births in each 

age group per 1,000 female population in specified age group. 

c/ Rates are the number of live births in each birth order and age group per 
1,000 total female or married female population in the specific age group. 

Table 3.-- Estimates of Crude Birth Rate by Stable Population Method 
Using Cumulative Age Distribution and Growth Rate* 

Growth Age Differ- 
Rate 5 10 15 20 25 30 35 40 Range ence 

Morocco M 27 48 59 54 42 40 41 42 43 40 -59 19 
F 27 52 58 45 36 37 43 47 48 36 -58 22 

Algeria M 26.9 55 57 65 61 54 51 51 49 49 -65 16 

F 27.2 52 53 55 53 50 49 51 50 49 -55 6 

Tunisia M 27 48 53 58 52 45 43 43 43 43 -58 15 

F 27 48 51 54 49 46 46 48 50 46 -54 8 

Libya 271/ 45 48 47 39 39 41 42 42 39 -48 9 
27 49 54 48 43 43 48 48 50 43 -54 11 

UAR M 24.7 38 45 50 46 43 41 42 44 38-50 12 
22.5 38 43 45 41 40 41 42 46 38-46 8 

Syria 27 57 63 66 55 50 50 51 50 50-63 13 
27 52 53 51 47 47 49 48 49 47-53 6 

Jordan 27 48 50 60 64 61 60 56 52 48-64 16 
27 43 43 46 52 52 54 53 54 43-54 11 

Iraq 27.5 54 60 54 46 42 40 39 39 39-60 21 

26.2 51 53 47 44 41 42 43 42 41-53 12 

* K.C. Zechariah, "The Demographic Measures of Arab Countries: A Comparative 
Analysis," in Demographic Measures and Population Growth in Arab Countries, Cairo 
Demographic Center, 1970, p. 302. 

á/ Assumed growth rate. 



Table 4.-- Estimate of Crude Birth Rate for Pakistan 
Using Stable Population Technique 

Source Data used East Pakistan West Pakistan Total 

Krotki 1951 census 55 

Ahmed 1951 census 59 62 

Krotki 1961 census 58 51 

Planning Commission 57 52 

Khan 1962 PGE 49 

Zelnik and Khan 1962 PGE 38 -68 37 -51 

Robinson 1962 PGE 54 53 

Source: Sultan S. Hashmi, "Fertility Studies in the Pakistan Institute of Devel- 
opment Economics, Karachi," in Minoru Tachi and Minoru Muramatsu (eds.), 
Population Problems in the Pacific, New Dimensons in Pacific Demography, 
Proceedings of the Congress Symposium No. 1 and Divisional Meeting of 
Section VIII, No. 5, 11th Pacific Science Congress, Tokyo, August 22- 
September 10, 1966, 1971, pp. 113 -114. 

Table 5.-- Survival Ratios of Males and Females in Turkey from 
1960 and 1965 Censuses and in Brazil from 1960 and 1970 Censuses 

Age 
Turkey 1960 -65- Brazil 1960 

Males Females Males Females 

0-4 1.109 1.086 1.024 1.061 
5-9 0.993 0.941 0.957 1.054 
10-14 0.916 0.919 0.948 1.017 
15-19 0.984 1.079 0.930 0.905 
20-24 0.938 1.040 0.964 0.927 
25-29 1.027 0.970 0.976 0.931 
30-34 0.994 0.952 0.978 0.934 
35-39 0.954 0.978 0.963 0.932 
40-44 0.889 0.785 0.906 0.922 
45-49 1.006 1.183 0.862 0.900 
50-54 0.820 0.714 0.822 0.848 

55-59 1.067 1.358 0.759 0.801 
60-64 0.700 0.677 0.477 0.545 

a/ Five years survival ratios 
Ten years survival ratios 
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Table 6.-- Estimated Value of Expectation of Life (eg) for Turkey 

1960 -65 and for Brazil 1960 -70 by the Use of Census Survival Ratio 

Age 
(x & over) 

Turkey 1960 -65 Brazil 1960 -70 
Males Females Males Females 

0 64.3 64.3 61.0 68.0 
5 47.2 50.0 56.5 62.5 

10 45.9 55.2 58.0 57.5 
15 51.6 63.3 59.6 54.3 
20 51.6 55.5 62.0 57.5 
25 58.4 50.0 62.4 59.6 
30 53.4 50.3 62.0 61.2 
35 51.0 52.5 60.9 62.5 
40 52.3 51.8 59.5 63.5 

Median 51.6 52.5 60.9 61.2 

Range 45.9- 50.0- 56.5- 54.3- 
64.3 64.3 62.4 68.0 

Estimates of are obtained from the census data by the use 
of the Demeny and Shorter techniques discussed in the text: South 
and West Regional Model Life Tables of Coale and Demeny were used 
in Turkey and Brazil respectively. 

Table 7.- -Birth Rates in Turkey 1960 -65 and Brazil 1960 -70 Obtained from 
Census Survival Ratios Using Lowest, Median, and Highest Estimates of 

Mortality, Intercensal Growth Rate and Reverse Survival Method 

Mortality 
Estimates 

Turkey 1960 -65 Brazil 1960 -70 
Birth rate based on estimates of 
mortality derived from data of 

Malesa/ Femalesa/ Both sexes 

Birth rate based on estimates of 
mortality derived from data of 
Malesb/ Femalesb/ Both sexes 

With the Use of Intercensal Growth Rate 

Lowest 33.8 34.8 34.2 35.0 35.8 35.4 
Median 39.4 41.2 40.3 36.1 38.8 37.5 
Highest 44.2 42.6 43.4 37.9 42.4 40.2 

Reverse Survival Technique 

Lowest 34.0 34.8 34.3 35.4 35.5 35.5 
Median 36.2 37.3 36.8 36.0 37.1 36.5 
Highest 38.5 38.0 38.2 37.0 39.0 38.0 

á/ Assumes a sex ratio at birth of 106. 

b/ Assumes a sex ratio at birth of 105. 

145 



PROBLEMS OF INTERNATIONAL COMPARABILITY 
IN INTERNAL MIGRATION RESEARCH 

Barbara A. Anderson, Princeton University 

Any discussion of problems of comparability 
of demographic data can concentrate on one of 
three types of problems: 1) problems of data 
collection, 2) analytic data manipulation to 

achieve comparable data, or 3) types of desir- 
able comparisons. This paper concentrates on 
the second of these problems. Analytic method 
of obtaining comparable estimates of migration 
streams is described and discussed. 

A major problem in the international com- 
parison of internal migration is obtaining suf- 
ficiently detailed and accurate estimates of 
migration streams from data which is readily 
available for a large number of countries. The 
addition of a special question, even if the 
question is very good not only is very expensive 
but immediately raises serious questions of com- 
parability with estimates from countries not 
using that question. Of course, no question can 
be added to a census which was taken in the 
past, and thus additional questions are useless 
in obtaining historical estimates. 

In this paper I examine one method which 
shows some promise of providing such data. 

Focussing on a method also provides an opportu- 
nity to discuss some generally applicable ques- 
tions of comparability and other methodological 
considerations. 

Rogers and von Rabenau1 have suggested a 
method of estimating internal migration streams 
which is appealing in its simplicity and in the 
availability of the data which it requires. 
Place of birth by sex by age by place of resi- 
dence data from two censuses are used. Although 
data often are not tabulated in this form, such 
information practically always is collected and 
usually could be tabulated more easily than a 
special question could be added. Also, such 
tabulations might, unlike special questions, be 
obtainable for earlier censuses. This method is 
somewhat similar to the Grabill -Cho method of 
fertility2estimation from questions about own 
children. Both methods involve a retabulation 
of data which are often available, and both are 
of little use in areas where people know neither 
their age or date of birth. Unless there have 
been recent major boundary changes, misreporting 
is likely to be a more minor problem with this 
data than with responses to a question about 
place of residence a certain number of years 
earlier. 

The basic assumption is that migration be- 
tween regions which partition a country is a 
Markov process, for which, within an age -sex 
group, the probability distribution of destina- 
tions in the next time period depends solely on 
location in the present time period and is inde- 
pendent of location at any earlier time, espe- 
cially place of birth. The validity of this 
assumption is discussed later. 

Streams are estimated from the simultaneous 
equations shown in Table 1. Ignoring mortality 
and international migration, these equations are 
based on the observation that a person in some 
region at time (t +l) had to be in some region at 

146 

time t. Ideally, for considering migration be- 
tween n regions of a country, persons in that 

country of a given age and sex would be randomly 
assigned an integer ranging from 1 to n, and a 
person's assigned integer could not change. It 

would be a label which would stay with him and 
would be independent of migration probability. 
This would give the equations in Table i where k 
is the assigned integer. Since there are n un- 
kkowns, the n streams to be estimated, one needs 
n equations. This means that there must be n 
categories of any labelling variable. Thus, 

using the same n regions for place of birth re- 
gions as for migration regions makes place of 
birth a natural label to use. If only two re- 
gions were used, both sexes could be studied 
together and sex could be the labelling variable. 
Both place of birth and sex are appropriate 
labels since they do not change throughout an 
individual's life. Unfortunately, neither is 
likely to be independent of migration probabili- 
ty. This problem will be discussed later. 

In this paper, for simplicity, only two 
regions are considered. This can be extended to 
any number of regions. For two regions, disre- 

garding for the moment mortality and internation- 
al migration, the estimation procedure is shown 
in Table 2. The censuses are assumed to be ten 
years apart, and ten -year age groups are used, 
but any time interval and any age span which 
divided that interval could be used. Usually 
only one sex at a time is studied. Any other 
unchanging characteristic, such as race could be 
used to further divide the population. 

Mortality and international migration would 
affect internal migration estimates using this 
or most other techniques. I recommend following 
Thomas Burch's suggestion and assuming that a 
person's mortality risk is dependent on his place 
of birth rather than on his place of residence. 
Besides being conceptually neat, since a person's 
place of birth cannot change, there is evidence 
that a person's mortality risk is strongly in- 
fluencid by where he spent his first fifteen 
years. 

One method of handling mortality and inter- 
national migration is to consider the conditional 
probability of migrating, given that a person is 
alive and in the country at time 2. To do this, 
the native population of each region at Time 1 

is multiplied by a scale factor to make its size 
equal the size of the population native to that 
region at Time 2. This scale factor, then, is 

an estimate of the survival ratio. This pro- 
cedure is shown in Table 3. 

The other way to proceed is to include the 
probability of being dead or out of the country 
at Time 2 along with the migration probabilities. 
In this case, an estimated migration probability 
is the product of the scale factor for the ap- 

propriate region of birth and the conditional 
migration probability for the appropriate origin 
and destination. This procedure is shown in 
Table 4. 

Naturally the unconditional and conditional 



probabilities differ. An example is shown in 
Table 5. The example is for Canadian females 
native to Canada who were aged 15 -24 in 1951.4,5 

As expected, the unconditional migration proba- 
bilities are smaller than the conditional proba- 
bilities and among the unconditional probabili- 
ties, the smaller the scale factor, the smaller 
the migration probabilities. 

International immigrants who were born in 
the country present a different problem than 
international emigrants native to the country, 
since immigrants were not in the base population 
at Time 1. Usually there are few such persons, 
and they are concentrated in the older age 
groups. Often they are people who have returned 
to their native land to retire. However, in 

countries such as Spain or Turkey, where persons 
frequently go to another country to work only to 
return in a few years, the problem is more seri- 
ous. The major effect of native born persons 
present at Time 2 but not at Time 1 is to in- 

crease the scale factors. It is also important 
when comparing migration rates for two countries 
to know whether the censuses asked de jure or de 
facto residence. 

Different considerations determine whether 
the conditional or unconditional probabilities 
should be used. Generally one should use the 
conditional probabilities when comparing two 
countries. Otherwise, one might believe that 
one country had greater internal migration simply 
because it had lower mortality. 

For comparisons between regions of a country 
the unconditional rates should also be studied. 
The comparison of the scale factors with the 
values predicted from appropriate life tables 
gives an indigation of the extent of internation- 
al migration. In the example in Table 5, the 
comparison of the scale factors with the life 
table values indicates that Ontario experienced a 
lower rate of international emigration than the 
rest of Canada. If it is known that emigration 
is light, then this comparison gives an indica- 
tion of the quality of the data. 

Within one country, migration probabilities 
from various regions may be used as an indicator 
of some attitude, such as susceptibility to 
change. In that case, international migration 
should also be considered. Otherwise, one might 
erroneously believe that the people in a partic- 
ular region were very geographically immobile, 
when actually a large proportion was moving out 
of the country. This would especially be true 
of regions including large port or other border 
cities. This touches on a major problem in 
comparing migration probabilities both within 
and between countries when regions differ in 
size, shape, topography, and centrality in the 
country. Due to time limitations, that problem 
will not be pursued further here. 

The essential difference between the two 
approaches is while conditional probabilities are 
concerned with the location at Time 1 of those 
who are in the country at Time 2, the uncondi- 
tional probabilities concentrate on the distri- 
bution at Time 2 of those in the country at Time 
1. This is somewhat similar to the difference 
between the total fertility rate and the crude 
birth rate. Like the total fertility rate, the 
conditional probabilities reflect the level and 
over time, the change in a basic process, uncon- 

147 

taminated by mortality. The unconditional proba- 
bilities, like the crude birth rate, may not have 
as great a theoretical significance as the former 
measure, but they may be more useful in economic 
models not concerned with the theories of demo- 
graphic dynamics. 

There are problems with both ways of hand- 
ling mortality and international migration. In 
each case, the two are assumed to depend on the 
place of birth. This is fine if the loss be- 
tween the censuses is entirely due to mortality. 
However, it is unlikely that international migra- 
tion depends on place of birth, while internal 
migration depends on place of residence. The 
extent of the problem depends on the size of 
international migration compared to internal mi- 
gration and loss due to mortality. This is one 
factor which introduces error into estimates. 

The usefulness of this method rests on its 
robustness under violation of its basic assump- 
tion and its insensitivity to misreporting. 

There are strong arguments that the assump- 
tion that migration probability is dependent on 
place of residence and independent of place of 
birth is not true. An extensive literature 
presents evidence teat people may be divided into 
movers and stayers. This means that a person 
who moves in one time period is more likely to 
move in the following time period than a person 
who did not move in the first time period. 

A person's place of birth by residence cate- 
gory is unfortunately highly relevant to his 
mover -stayer status, since a person who does not 
live in his region of birth has moved at least 
once and thus is more likely to be a "mover" 
than a person who lives in his region of birth. 

On the other hand, there may be regions in 

a country, perhaps highly urban regions, where 
the socialization process makes people highly 
susceptible to becoming movers, perhaps due to an 
awareness of the importance of taking advantage 
of economic opportunity. In that case, people 
who were born in such regions and spent their 
childhood there would be unusually likely to mi- 
grate, regardless of where they lived later. 

Table 6 shows the robustness of this method 
to the violation of the basic assumption of inde- 
pendence of place of birth and migration proba- 
bility but not of misreporting of age, mortality 
or international migration. Ti is the average 
of the probability that a persoti born in region 
1 and living in region i at Time 1 will be in 
region j at Time 2 and that probability for per- 
sons born in region 2. Thus is the average 
of the "true P," values for persons born in the 
two regions. example, is the pro- 
bability of a person in group A being in region 
1 at Time 2, while (T -u) is the probability 
that a person in group B will be in region 1 at 
Time 2. If both u and v are positive, then we 
have a mover -stayer model. If they are opposite 
in sign, then people born in one region are far 
more likely to migrate than persons born in the 
other region. If they are both negative, there 
is a reversed mover- stayer model. 

It would be nice if the absolute value of 
Pi fell between the absolute value of T plus 
orjminus the absolute value of its deviation. 
That is, ( 

IT12I 
- lui ) < P12<( 

IT12I+ 
). 

This can be true only if u and v are oppo- 



site in sign. However, if u and v have the same 
sign, then the estimation of net migration will 
be more accurate than if they had opposite signs. 
This can be seen from the examples in Table 7. 

Notice that the size of the discrepancy between 
T44 and P. depends only on the distribution of 

population between regions at the first time 
and does not depend on the pattern of migration. 
In general, the more equal the two regions are 
on size and the greater the difference between 
the product of those living in their region of 
birth and of those not living in their region 
of birth, that is (AD -BC), the less the discre- 

pancy. 
It is also apparent from the examples that 

the error can be quite large, making the esti- 
mated P greater than one or less than zero. 
This mayjccause doubts about the method as a 
whole. However, something about the magnitude 
of the discrepancy can be computed from the 
data used. For example using the Canadian data 
in Table 5 to substitute into Eq. 21 yields: 

- - (1.004u + .085v) and - TCC 
(.097u + 1.004v) If in the case of the data 
used the coefficients of u and v were very 
large, then one would be reluctant to use the 
P44 estimates. If the coefficients were small, 
tftdugh, one would know that the estimates for 
that particular data set were not strongly af- 
fected by small deviations from the basic assump- 
tion. Also if one knew there were not serious 
problems of coverage in the data, and if the co- 
efficients were small, then unreasonable P{ 
estimates would provide evidence that the ósic 
assumption of this method was severely violated. 
This would be of theoretical interest. 

It is also important how sensitive this 

method is to enumeration errors. It is easy to 
show that if two censuses differ in completeness 
of coverage, but if groups are not differential- 
ly covered according to region of birth or 
residence, then the conditional probabilities 
are unaffected. However, the unconditional prob- 
abilities would be affected, since the scale 
factors would be incorrect. If the two regions 
differ in completeness of coverage, but if 
within regions the completeness is the same in 
both censuses, then P estimates will be af- 
fected primarily by completeness of enumer- 
ation in region j. It is likely that both types 
of misenumeration will occur. Since the group 
studied is ten years older at the second census, 
and enumeration completeness usually differs by 
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age group, the first type of problem is likely 

to occur. The second problem is also common. 
Usually recent migrants are underenumerated 
since they have lived in their community for a 

relatively short time and they may be transients 
who have no permanent residence. 

In summary, this method is useful where age 
is known, where there have not been recent 

major boundary changes, and where regions do not 

differ greatly in population. It is especially 

useful where censuses differ in completeness 
since it is not a subtraction method. As for 

use, those concerned with economic projection 
will probably use the unconditional probabili- 

ties, while theorists concerned with the causes 
of migration would be more likely to study the 

conditional probabilities. 

References 

[1] Rogers, Andrei and von Rabenau, Burkhard, 
"Estimation of Interregional Migration Streams 
from Place -of- Birth -by- Residence Data," Demo- 
graphy, 8 (May 1971), 185 -194 

[2] Grabill, Wilson H. and Cho, Lee Jay, "Meth- 
odology for the Measurement of Current Fertility 
from Population Data on Young Children," 

Demography, 2 (February 1965), 50 -73 

[3] Burch, Thomas K., "Internal Migration in 

Venezuela: A Methodological Study," Unpublished 
Ph.D. dissertation, Princeton University 1962, 

59 -60 

[4] Dominion Bureau of Statistics, Census of 

Canada 1951, Volume II, Cross -Classification 
of Characteristics, Ottawa 1953, Table 11 

[5] Dominion Bureau of Statistics, Census of 

Canada 1961, Volume I, Part 3, Birthplace and 

Citizenship by Age Groups, Ottawa 1963, Table 90 

[6] George, M.V., Internal Migration in Canada, 
1961 Census Monograph Series, Dominion Bureau 
of Statistics, Ottawa 1970, 41 

[7] Goodman, Leo, "Statistical Methods for the 

Mover - Stayer Model," Journal of the American 
Statistical Association, 56 (December 1961), 

841 -868 This is a discussion of some of the 
statistical aspects of the model. 



Table 
Basic Estimating Equations 

1PlA it +1)' Aits2A1(t nAit 
A 1(t +l) 

1 1 
Pin An(t +1)' 

n 
Pia An(t+1) 

Where 
Pij'probability that a person in region i at time t will be in region j at time (t +1) 

=the number of persons born in region k who are in region i at time t 

nthe number of regions 

Table 2 

Solution Basic Estimating Equations 

In Region 1 In Region 2 

Born Reg 1 Born Reg 2 Born Reg 1 Born 2 
e 1 

Aged 
x to x +10 

A B C D 

Time 2 
Aged 
x +10 to 
x +20 

E F G H 

Capital letters represent the number of persons in each category. 
From those born in Region 1, P12A + P22CsG Eq. 2 

From those born in Region 2, P12B + Eq. 3 

Since destination probabilities at time 2 sum to 1 for each location at time 1, 

^1'P12 and Eq. 4 
1 -P22 Eq. 5 

Solving, 
(GD- HC) /(AD -BC) Eq. 6 

(HA-GB)/(AD-BC) Eq. 7 

1- (GD- HC) /(AD- BC)- (ED- FC) /(AD -BC) Eq. 8 
P21 =1-(HA-GB) /(AD- BC) =(FA -EB) /(AD -BC) Eq. 9 

1 

Table 3 
Conditional Migration Probabilities 

In Region 1 In Region 2 
Born Reg 1 Born Reg 2 Born Reg 1 Born Reg 2 

Time 1 
Aged 
x to x +10 

A(E +G) /(A +C) B(F+H) /(B +D) C(E+G) /(A +C) D(F +H) /(B +D) 

Time 2 
Aged 
x +10 to 
x +20 

E F G H 

Si' Scale factor for those born in Region 1 .(E +G) /(A +C) 

S2- Scale factor for those born in Region 2= (F +H) /(B+D) 

Solving using Eq. 6 &7, 

[GD(F +H)(A +C)-HC(E +G)( B /[(F +N )(E 
P22 [HA(B +D)(E +G)- GB(F +H)(A +C)l / [(F +M)(6 
Then P117 

1 -P12 P21 -P22 

Table 4 
Unconditional Migration Probabilities 

Eq. 10 

Eq. 11 

Let =the unconditional probability that a person born in Region k who 
is in Region i at Time is in Region j at Time 2 

Let the conditional probability that a person who is in Region i at Time 
is in Region j at Time 2, conditioned on him being alive and in the country at 
Time 2 

Then, 

1P12: [(E +G) /(A +C))P12 

1P22=SIP 22s[(E +G) /(A +C)]P22 

S2P12 °[(F +H) /(B +D)]p12 

2P22s S2P22 +H) /(B +D)]P22 

((1- 

[(1- +S1P2 21 

2P11 =1- S2) +S2P12 

2P22c1-[(1- S2) +S2P21 cS2P22 

Eq. 12 

Eq. 13 

Eq. 14 

Eq. 15 

Eq. 16 

Eq.17 
Eq. 18 

Eq. 19 



Table 5 
Example Showing Conditional and Unconditional 

Migration Probabilities 
Canadian Females Aged 15 -24 in 1951 

In Ontario In Other Canada 
Born Ontario Born Other Canada Born Ontario Born Other Canada 

1951 

]5 -24 
287,568 36,212 12,176 750,366 

1961 
Aged 
25 -34 

274,889 63,375 23,850 713,190 

Total born in Ontario 1951= 299,744 

Total born in Ontario 1961= 298,739 

Thus SC .99664 
Total born in -rest of Canada 1951786,578 
Total born in rest of Canada 1961776,565 
Thus =.98727 

Life table survival value for Ontario .99313 

Life table survival value for rest of Canada- .99030 

Conditional Migration Probabilities 
.04254 

.95746 

PCC .03934 

=.96070 PCC 

Unconditional Migration Probabilities 

.04225 

=.95088 

='94817 

03907 
.03896 

0PCC .95410 

95138 

Table 6 

Estimation of Robustness of Method 

in Region 1 In Region 2 

Born Reg 1 Born Reg 2 Born Reg 1 Born Reg 2 

Time 1 A B C D 

Time 2 (T11+u)A+ 

(T214v)C 

(T11 -u)B+ 

(T21-v)D 

(T12 -u)A+ 

(T22 v)C 

(T12+u)B+ 

(T22+v)D 

Note:The population at Time 1 has already been adjusted to account for 

mortality and international migration and the probabilities computed are 

conditional probabilities. 

Using Eq. 6, 

(((T12-u)A+(T22v)C)D-((T12iu)B+(T22+v)D)C)]/(AD-BC) 

P12-T12- 
-(u(AD+BC)+2vCD]/(AD-BC) 

Similarly, 

P 
22-T 

P11T11 (u(AD+BC)+2vCD]/(AD-BC) 
But, 

(P21 P12)-(T21T12)((uw)(AD+BC)+2(vCD-uAB)]/(AD-BC) 

Table 7 

Examples of Robustness of Method 

Eq. 20 

Eq. 21 

Eq. 22 

Eq. 23 

Eq. 24 

Eq. 25 

A B C D u T12 
P12 T22 P22 T21 

T12 

P21 P12 

T12 

P22 

T22 

1000 100 100 1000 .1 .1 .3 .178 .222 .1 .1 -.12 .122 

1000 100 100 1000 -.1 .3 .219 .519 .1 .272 -.081 -.081 

1000 100 100 1000 .01 .01 .3 .288 .612 .1 .1 -.012 .012 

1000 100 100 1000 .1 .01 .1 .080 .830 .1 .990 -.020 .030 

1000 800 100 200 .1 .1 .3 .034 .6 .160 .1 -1.194 -.266 1.560 



FEDERAL STATISTICS, NON -FEDERAL STATISTICIANS 

Otis Dudley Duncan, University of Michigan 

The first of "three basic questions" 
in the President's charge to his Commis- 
sion on Federal Statistics was, "What are 
the present and future requirements for 
quantitative information about our soci- 
ety?" The Commission was enjoined to 
"identify the major problems of today and 
tomorrow for which information is or will 
be needed." As Eckler (American Statis- 
tician, April 1972) has noted, however, 

content [emphasis added] of the fed- 
eral statistical system" is an "important 
subject receiving only a limited amount 
of attention" in the Report of the Com- 
mission proper (Volume I). 

I, for one, do not know how the Com- 
mission might best have responded to the 
directive to "indicate the important gaps 
in economic and social statistics," given 
a period of less than a year to accom- 
plish this and other tasks. In the Com- 
missioners' shoes, many of us might have 
proceeded in the ways that they did: 
pointing out how the "convulsive nature 
of political events rules out orderly 
specification of statistical require- 
ments"; incorporating in Volume II, with 
appropriate disclaimer of endorsement, a 
consultant's review of developments and 
desiderata in the field of social indica- 
tors; exhorting the Statistical Policy 
Division (Office of Management and Budget) 
and the National Science Foundation to 
continue work that will "insure the long 
range development of social statistics to 
serve the needs of the nation "; and rec- 
ommending the establishment of a contin- 
uous outside review committee by the 
National Research Council. 

In his evaluation of the Commission 
report, to which reference has been made, 
Eckler looked particularly at the report's 
treatment of issues relating to activi- 
ties of the federal statistical agencies. 
I, too, adopted a particular perspective 
in scanning the text of the report: that 
of an academic statistical social scien- 
tist who generates some statistics, is a 
user of others, and from time to time 
gains a mere inkling of small parts of 
the "Federal statistical system." I 

wondered if the Commission was as aware 
as it should have been of the importance, 
actual and potential, of non - federal 
sources of "federal statistics." I was 
satisfied on this score and pleased that 
the Commission noted some of the special 
difficulties under which non - federal pro- 
ducers operate (see pp. 55 -59, Vol. I). 

The Commission's typology of "user 
groups" is instructive, highlighting as it 
does the diversity of interests in and 
claims upon the products of a statistical 

151 

system. Too often the uses of statistics 
are assumed to be solely those of the 
"program manager." In this report, how- 
ever, his somewhat circumscribed function 
is distinguished from that of the "policy 
maker," one of whose functions is the 
definition of problems, which involves 
translating public perceptions of situa- 
tions into political terms. The policy - 
maker's plight, vis -a -vis statistics, is 
depicted in terms of the necessity to re- 
act to crises without time to plan for 
the collection of relevant information. 
But as to the public, whose role is cru- 
cial in this recurrent dilemma, the Com- 
mission finds: "Statistics . enter, in 
diverse ways, into the formation of the 
citizen's perception of the world he 
lives in." 

The aim of the whole game, I suppose, 
is that through improvements in statis- 
tics we make the citizen's perceptions 
more nearly true, the policy -maker's 
definitions more enlightened, and the 
program managers' and other users' act- 
ions more efficacious. The Commission 
did not fail to understand the open -ended 
nature of the process, as the reader re- 
alizes (among other ways) upon encounter- 
ing the perceptive discussion of the no- 
tion of statistical "gaps." A paradoxi- 
cal conclusion is implicit in the tenor 
of this discussion: the number of gaps 
you perceive varies directly, and not in- 
versely, with the amount you know already. 
Thus, in recommending the upgrading of 
exploratory social science research to 
produce (with federal funding) more and/ 
or better primary data, the Commission 
surely sensed that a major by- product 
will be more numerous and more prominent 
"gaps" in our knowledge of what is going 
on in the society. 

There is a great deal that policy - 
makers need to know, but the report 
quotes a perceptive official to this ef- 
fect: "... the government is simply not 
good at defining what it wants to do in 
terms of needed social science research. 
...the government, in general, can only 
articulate the area in which it needs in- 
formation..." I would go even further and 
argue (if pressed to do so) that there is 
more that government needs to know than 
it necessarily wants mow. This 
brings us back to the citizen and his 
"perception of the world he lives in." 
For it is the changes in both the world 
and the perceptions of the world, as com- 
municated by the citizenry to politicians 
and bureaucrats, that drive the processes 
of democratic government. 



Responsive as the federal policy - 
maker must be to changes in the citizen's 
perceptions, for reliable knowledge of 
which he must have statistics, it does 
not follow that the needed "federal sta- 
tistics" are necessarily federally - 
collected statistics. Indeed, precisely 
insofar as perceptions of the citizenry 
are at stake, one has to be a little, or 
more than a little, suspicious of the 
potential bias of auspices. 

Consider the following statistics 
that ought to be of the highest interest 
to at least some policy -makers. My col- 
leagues at the Institute for Social Re- 
search report (ISR Newsletter, Winter 
1972) "a massive erosion in the trust the 
American people have in their government," 
as evidenced, among other things, by the 
decrease from 62 to 35 per cent in the 
proportion of the public expressing a 
"high" level of trust in government be- 
tween 1964 and 1970. 

This grim intelligence raises at 
least two questions for statisticians: 
If the populace is losing its trust in 
government in general, is it also losing 
its trust in that part of the government 
that carries out population enumerations 
and sample surveys? Moreover, if policy 
makers should come to acknowledge the im- 
portance of this kind of data, would they 
do better to ask the Bureau of the Census 
to collect them, or to rely upon a third 
party, such as ISR or another reputable 
survey or polling organization? 

Let me cite another example. In a 
current project we have responses to the 
following question, asked of probability 
samples of the metropolitan Detroit popu- 
lation in 1958 and 1971: "Do you feel 
that someone who doesn't believe in God 
can be a good American, or not ?" In 
1958, 57 per cent said he can; in 1971, 
77 per cent. If not the "policy- maker," 
then someone in government needs to 
understand that the American public in- 
creasingly dissociates Christian theology 
from American democracy, public political 
ceremonies to the contrary notwithstand- 
ing. To me, at least, it seems evident 
that this is one small piece of statis- 
tical information -- admittedly a small one 
indeed, adduced only for illustrative 
purposes- -that ought to be in the hands 
of the Congress as it debates a bill for 
federal aid to parochial schools or the 
President as he decided whether to sign 
or veto such a bill. 

The issue for federal statistics, of 
course, is that no federal statistical 
agency has any business whatever inquir- 
ing about anyone's religious beliefs, 
even though information about the distri- 
bution of beliefs in the population is 
pertinent to various federal policies. 
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Again we must concur with the Commission 
that the scope of "federal statistics"- - 
moaning, the domain of statistical intel- 
ligence useful to federal officials- - 
exceeds the scope of statistics produced 
by federal statisticians. To the reasons 
given by the Commission for this state of 
affairs, I have tried to all one, to wit, 
that some kinds of subject matter are, or 
surely should be, beyond the competence 
of the government to include in questions 
put to, or records compiled about, the 
individual citizen. 

If we should happen to become seri- 
ous about the matter of social indicators 
in the manner suggested by the Commis- 
sion's consultant (Vol. II, Ch. 7) or in 
some other substantial way, we can only 
anticipate that the relative importance 
of these subjects, off limits to the fed- 
eral statistician, will increase. The 
personal life of the citizen and his 
"perception of the world he lives in" are 
precisely what some of the most informa- 
tive social indicators will be about. 
Social indicators are needed, both by the 
policy maker and by the citizen in his 
several capacities, because of the in- 
creasing complexity and interdependence 
of the society and the accelerated pace 
of social change. Our recognition of 
problems for policy often depends on how 
this change impinges upon the personal 
lives of individuals, both in those re- 
spects that government has an acknowledged 
right to look into -- criminal behavior, 
for instance- -and in respects that are no 
business of the government vis -á -vis the 
individual citizen but are relevant to 
government's relations with the aggregate 
of the citizenry. 

I feel, therefore, that the Commis- 
sion was well advised in acknowledging 
the role of the non - federal producers of 
some statistics useful in governance. 
The Commission might well have done even 
more to delineate appropriate roles for 
such producers. The report does appro- 
priately touch on the matter of statis- 
tical standards in the work these pro- 
ducers carry out under contracts or 
grants. As the Commission notes, statis- 
tics so procured are supposed to be sub- 
ject to review by the Statistical Policy 
Division, but under present conditions 
such review does not provide adequate con- 
trol. It is not clear to me that increas- 
ing the number of SPD personnel assigned 
to this function and extending its author- 
ity to scrutinize "research" as well as 
"information collection" will, by itself, 
resolve the problem of variable and sub- 
standard quality of non- federal statis- 
tical work undertaken with federal funds. 

What is really at stake is the devel- 
opment and diffusion of suitable standards 
-- standards that would apply to all serious 



research for public consumption and not 
only that part of it undertaken at fed- 
eral behest. Just as a suggestion for 
further consideration, it seems to me 
that the Committee on National Statistics 
established by the National Research 
Council in response to a Commission rec- 
commendation might put this issue on its 
continuing agenda. We need, first of 
all, some good documentation of the 
nature of the problem and estimates of 
its current and forseeable magnitude. 
Then, I suppose, there would be a basis 
for discussions and studies involving 
selected non - federal producers of statis- 
tics, the SPD, and CNS. 

If the times appear suitable for a 
cooperative effort, we might envision 
the establishment under CNS or other ap- 
propriate auspices a National Conference 
for Standards of Social Measurement. I 

would envision this as an organization of 
individuals and non - federal research 
units engaged in producing social statis- 
tics. Their purpose would be to develop 
and disseminate recommendations for stan- 
dard procedures to be used routinely in 
carrying out and reporting statistical 
studies, in the absence of sufficient and 
explicit reason to the contrary. 

The Conference would have no police 
powers and should be chary of the exer- 
cise of even informal sanctions. Its 
authority would derive from the careful 
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staff work and thorough discussions 
directed toward defining the "state of 
the art" with respect to each facet of 
study design. In particular, the Con- 
ference should move toward recommenda- 
tions for standard definitions of those 
social categories and variables which 
are used in a routine way in a variety of 
studies. At the present time one of the 
most annoying obstacles to the cumulation 
and comparability of statistical intelli- 
gence is the capricious variation from 
one survey to another in definitions of 
such elemental items as educational at- 
tainment, religious affiliation, or 
political party preference. In principle, 
it is not an insuperable problem to sug- 
gest criteria for the choice among alter- 
native forms of these questions in the 
context of general - purpose surveys. The 
mere announcement that a competent 
national body recommends a particular al- 
ternative might go far toward reducing 
the current level of chaos. 

There would, of course, be other 
kinds of tasks for a National Conference 
on Standards of Social Measurement. What 
I am suggesting, I suppose, is an effort 
directed to the broad non - federal statis- 
tical community so as to accomplish for 
it something of what the Commission rec- 
commendations are intended to accomplish 
for federal statistics in the narrow 
sense. 



FEDERAL STATISTICS FOR WHAT? 

Hal H. Winsborough and Karl E. Taeuber, University of Wisconsin 

The authors of this paper are demographers and 
sociologists. We approached the task of discus- 
sing the Report of the President's Commission on 
Federal Statistics from the point of view of 
these two disciplines. Thus, as we considered 
what we wanted to talk about several months ago 
we were tempted to engage in special pleading; 
to describe why our disciplines desperately need 
data not called for in the report. To do that, 
however --to crank our squeaky wheels --would be 
to take a particular position as to what presi- 
dential commissions are all about. We would be 
agreeing with the report that the calling of a 
commission is a tactic used by a policy maker to 
gain time in the face of a crisis in order to 
collect information and carefully decide what to 
do. That sanguine view suggests that someone 
cares what the commission recommends, that some 
policy action is brewing, and that this would be 
a good time to get in our licks. 

On the other hand, Mr. Feldman's very interest- 
ing paper in volume II of the report "Commissions 

on Statistics and Statistics on Commissions," 
presents rather compelling evidence that "systems 
overview" commissions have no effect at all. 
Specifically, his final hypothesis states, "If 
there is a problem calling for a creation of a 
commission, the solution is recognized when the 
commission begins rather than when it presents 
its findings." Mr. Feldman's position suggests 
that all the action occurred several years ago 
and that it makes very little difference what 
the report says or what we say about it. That 
thought led us to consider dropping the whole 
matter. 

But, we wondered, if Mr. Feldman is right, why 
would anyone call a systems overview commission 
in the first place? Our knowledge of the sociol- 
ogical literature suggested an answer that puts 
the purpose of presidential commissions in a 
somewhat different light. Perhaps commissions 
are called, even when their problem is well on 
the way to being solved, in order to lend legi- 
timacy to the existence of the problem and to 
its solution. When sociologists talk about 
legitimacy in this sense, they mean that "certain 
something" about an idea, a position, a premise, 

or a theory which says you have to take it 
seriously- -you can't simply dismiss it as hair - 
brained or ridiculous or trivial. 

In general, then, we think that one of the 

important effects of presidential commissions is 
to lend legitimacy to ideas, positions, premises, 
theories, policies, problems, and the like. This 
legitimating activity in no way assures that the 
recommendations of the commission will be carried 
out. It does, however, influence the political 
process because it makes the ideas and recommenda- 
tions publicly debatable without the risk of the 
contestants losing face. An example of this legi- 
timating activity is the recommendation by the 
Report of the Commission on Population Growth and 
the American Future that abortion laws be liber- 
alized. That recommendation in no sense assures 
the liberalization of laws, but it does make the 
topic more open for public debate than it was 
before. 
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If we are right that one of the effects of a 
presidential commission is to lend legitimacy to 
ideas, positions, and policies, then the impor- 
tant thing to do here is not to plead a special 
case, nor to give up the whole thing as a paper 
which missed its time, but rather to investigate 
what things are being legitimated by the 
Commission and to see what we make of them. 

The most obvious legitimating activities of 
the Commission have to do with the place of 
statistics (as a body of knowledge) and statis- 
ticians in the operation of the government. The 
report stresses the utility of statistical 
methods and ways of thinking in the formulation 
of policy, the management of governmental pro- 
grams and in the evaluation of programs. The 
Commission also, by the example of its careful 
and judicious view of the problems of privacy 
and confidentiality, subtracts a certain amount 
of legitimacy from the extreme positions which 
have been stated about these important matters. 

With these kinds of legitimating activities 
we have no quarrel at all. Indeed, we applaud 
the fresh stress this report places on statis- 
tical activities beyond the production of time 
series of descriptive indicators. However, 
throughout much of the report's discussion of 
the government as a producer of statistics --in 
the sense of numbers --a theory is made explicit 
about how the system works, a theory with which 
we must take some exception. We would like to 
call attention to its difficulties before it 
becomes so legitimate as to be an unchallengeable 
premise. 

As demographers we are inclined to regard the 
questionable theory as one designed to explain 
the birth and death of statistical series. The 
authors of the report, however, couch the theory 
in a mold taken from the field of public finance 
within economics and regard it as a theory about 
the supply of numbers generated by the govern- 
ment. In this view, statistics are seen as 
public goods with the federal budgeting acti- 
vity operating in place of the market to trans- 
late demand for statistics into an appropriate 
supply and to adjudicate between competing 
demands (pp. 77 -78). 

How does the budgeting process operate as a 
pseudo -market? Two principles are enuciated by 
the report which are thought to guide budgeting 
decisions. First is the "squeaky wheel" princi- 
ple. Noisy and politically powerful interests 
get satisfied. Second is the persistence 
principle --once a data collection activity begins 
it tends to continue beyond its usefulness 
(p. 34). 

The first principle is thought to be an 
appropriate political mechanism for uncovering 
those broadly -based national interests which 
should be satisfied: 

The Commission recognizes that the 
allocation of resources, at a particular 
time, to the gathering and analysis of 
various data reflects a political inter- 
pretation of the national importance of 
various user groups and this interpretation 



is best made by representatives in the 
legislative and executive branch (p. 79). 

The persistence principle is viewed as less 
benign. Data collection activities are thought 
to continue indefinitely because "bureaucrats 
who preside over the demise of an activity 
make many enemies but few friends and derive 
little personal satisfaction from the process" 
(p. 116). 

This theory, then, posits two mechanisms 
controlling the supply of federal statistics: 
a political (squeaky wheel) mechanism control- 
ling their creation and a bureaucratic (per3is- 
tence) one controlling their demise. Both 
principles seem to us to have difficulties as 
tools for understanding what's going on. The 
persistence principle presents the most serious 
logical difficulties. Let us deal with it first. 

It is a common assertion that a statistical 
series, or for that matter any federal program, 
tends to persist long after it is needed. 
What data the Commission used to support this 
serious accusation about federal statistics 
is not clear from the text of the report. 
Apparently hearings were held and people 
described superannuated data. A few examples 
are cited in the text. 

But the principle that, on the average, 
data series outlive their usefulness cannot 
be asserted on the basis of such information. 
That would be like studying mortality by 
interviewing centenarians --a newspaperish 
trick we are sure is decried somewhere in 
Wallis and Roberts. What we need to know to 
have any confidence in the persistence principle 
is the mortality experience of birth cohorts of 
statistical series. We find no attempt to pro- 
duce even exploratory data on this matter. 
Opportunities abound because any knowledgeable 
person can cite examples of dead statistics 
from the top of his head. There has not been 
a Census of Religious Bodies since 1936. A 
series on the Statistics of Cities was begun 
in 1894 and terminated in the 1920's. Real 
Property Inventories were conducted in 1934 
and 1939, but not since. Social security number 
was asked in the Census of 1940, and not since. 
Religion was asked on a Current Population 
Survey in 1957, and not since. One could go on 

at considerable length citing only data about 
population and housing. 

Had all these data outlived their time 
long before their demise? Perhaps so, but by no 
means certainly. It is just as likely that some 
of these series terminated prematurely. Indeed, 
if the resurrection of statistical series follow- 
ing a lapse of several years or even decades is 
an indication, a case can be made for premature 
death in a number of instances. The Real 
Property Inventory of the 1930's collected 
data on mode of transit to work. These data 
reappeared in the 1960 Census and are continued 
in the Census of 1970. The great interest of 
the 1960's in statistics on poverty calls to 
mind the turn-of- the -century census reports of 
paupers. A National Health Survey was collected 
in 1935 and 1936 which, after a lapse of twenty 
years,became a regular series in 1956. 

In summary, then, our first complaint about 
the persistence principle is that appropriate 
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data which would warrant its assertion are not 
presented nor, apparently, investigated. 

A second difficulty with this principle lies 
in the mechanism presumed to produce it, if 
indeed it does exist. While the "good" 
(squeaky wheel) principle is seen as a result 
of the political process, the "bad" (persis- 
tence) one is seen as a result of bureaucracy. 
But, just as reasonable as leaning on "bureau- 
cratic pathology" is the notion that, in a 
single specific case, the political costs of 
offending a small but vigorous interest group 
by cutting off its "subsidy" outweighs the 
political gain to be achieved by satisfying 
a broadly -based but diffuse interest in effi- 
ciency and lower taxes. It is, after all, 
the politicians who presumably have ultimate 
control over the budget. 

We do not doubt that bureaucrats are dis- 
inclined to propose terminating many statistical 
series, nor do we doubt they are unhappy when 
they have to. But we can think of some cognitive 
as well as emotive reasons for the disinclination 
in many cases -- reasons which are justifiable 
concerns. Administrations change, but the 
bureaucrats go on and on. This year's problem 
deserving benign neglect may be next year's 
crisis. Next year, or four years from now, 
the bureaucrat now asked to preside over the 
demise of a series may be called upon to yield 
up all manner of data for policy - making purposes 
on the history, present state, and causes and 
consequences of the old problem now newly 
defined as a crisis. Thus it may be that the 
bureaucrat's disinclination to drop a series 
too quickly serves (just as the greed of the 
speculator serves in the market) to smooth out 
radical booms and busts in the supply of statis- 
tics. It seems doubtful to us, however, that a 
bureaucrat so motivated will find a convenient 
place to indicate these reasonable concerns 
on the Assessment Checklist the Commission 
proposes should be returned at budget review time. 

The assertion of the persistence principle 
for the operation of the pseudo -market for 
statistics, then, seems to us to be a classic 
case of poor social science analysis. An 
empirical generalization is put forward from 
improper data. A mechanism is asserted to 
explain the generalization which is inconsistent 
with other aspects of the proposed theory and 
which is chosen from among potentially competing 
mechanisms by no clear decision rule. 

In spite of the errors involved in formulating 
the persistence principle, its assertion yields 
recommendations which have only the most modest 
direct costs to the operation of the system. 
Whatever may be the distribution of the observed 
time of termination of statistical series around 
their "optimum" stopping time, reducing the 
errors of overshooting the mark is desirable so 
long as it doesn't introduce excessive under- 
shooting and thereby increase the amplitude in 
cycles of unfulfilled demand. We suspect the 
bureaucrats, pathological or rational, can deal 
with the proposed increase in paper work skill- 
fully enough to moderate these difficulties. 

Difficulties with the first of the two 
proposed principles of the pseudo -market, the 
squeaky wheel one, seem to us to produce 



greater difficulties for the Commission 
Report. 

The President's letter establishing the 
Commission states their first charge as 

follows: 

In general terms, the Commission 
should identify the major problems of 
today and tomorrow for which informa- 
tion is or will be needed. Within this 
general perspective, it should indicate 
the important gaps in economic and 
social statistics, and in related 
management data and environmental 
statistics (pp. 37 -38). 

Given this charge, the report spends a good 
deal of space discussing proposed gaps in the 
statistical offerings of the Federal Government. 
The first principle is used as a touchstone to 
discern a gap. According to this principle, 
what constitutes a gap? The report is explicit: 

Although the nature of the budget 
process causes one to expect to find 
gaps where demand for new statistics is 
rising, a gap cannot be said to exist 
in the Federal Statistical System until 
a question or a problem is perceived 
and data relevant to the answer or analy- 
sis is unavailable. Thus, perception 
of the issue is a necessary condition 
for existence of a gap. As a practical 
matter, however, perception alone is not 
a sufficient condition. Perception 
must be accompanied by an effective 
desire on the part of an important 
member of the decision- making complex 
to have an answer to the question and 
an analysis of the problem (p. 109). 

Thus, a gap is presumed to exist only when a 
"squeaky wheel" operated by important interests 
gets no grease. But how do you tell when that 
has happened? There are lots of squeaky 
wheels. The problem is deciding which interests 
are important. The theory proposes a touch- 
stone for that issue as well: "The budget allo- 
cation is at once a reflection of the impor- 
tance placed upon groups of users in the poli- 
tical process, and the means by which they 
are enabled to pursue their interests in gather- 
ing data" (p. 79). Thus, things proceed in a 
circle. A gap exists only when important 
interests want data badly. You can tell that 
the interest is important because the data 
collection activity they desire is included in 
the budget. Therefore, there are, by definition, 
no gaps without a budget allocation and those 
transient ones will be quickly filled. Pangloss 
rides again. 

Our first point about the squeaky wheel 
principle, then, is that it deals with the 
question of persistent gaps by definition 
rather than by identifying "the major problems 
of today and tomorrow for which information is 
or will be needed." 

Given this definitional rationalization, 
there seems little need to discuss the feelings 
of users. Nonetheless, the report proceeds to 

consider the classes of users to inquire if 

their interests are being served. The first 
group investigated are policy makers. A diffi- 
culty with the definitional solution promptly 
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presents itself. Apparently policy makers feel 
there are gaps, ones which only become apparent 
in "crisis" situations. Faced with the need 
to provide policy decisions rapidly, the appro- 
priate data are often lacking. Indeed, one can 
sense this concern for preparation for crisis 
management in the President's charge to the 
Commission. 

Herein lies a serious difficulty. One may 
have plenty of clout but be unsure about which 
wheel to squeak or when to begin cranking. 
According to the theory, of course, this un- 
certainty cannot represent a "real" gap as 
defined by the first principle until the crisis 
is upon the policy maker. Then the gap will 
quickly disappear. (But not, perhaps, until 
the crisis is well over.) 

Thus, although the theory shows why there can 
be no persistent gaps in the statistical offer- 
ings, there can, apparently, be lots of serious 
transient gaps. Why do these transient gaps 
appear? The report assures us that this diffi- 
culty arises, not from the statistical system, 
but from the nature of the demands placed upon 
the policy maker by the political system. 

The political system is conclusive; it 
acts when the electorate perceives that a 
crisis exists, whether the crisis is one 
of inflation, unemployment, pollution, the 
failure of the educational system, or crime 
in the streets. But the public perception 
of a crisis often antedates the presenta- 
tion of statistical evidence that there is 
indeed a crisis. Hence, when the legisla- 
ture or the executive is faced with an 
aroused public, time is not available to 
design a survey or experiment, gather the 
requisite data, and perform a careful 
analysis pointing toward an optimal policy 
recommendation. . . . - 

Are decisions in the face of a crisis, then, 
made without benefit of data? Apparently not. 
The report continues: 

When a crisis arises, some data are 
used to support action decisions. The 
data used are often a combination of exist- 
ing benchmark data produced by census -type 
agencies, management data produced by 
agencies with related responsibilities, 
data presented by lobbyists who support 
a particular position, and particularly 
important, data on public opinion gathered 
ad hoc by specialized private polling 
organizations like those of Gallup, Roper, 
and Harris (p. 83) . 

Is there anything that can be done to 
improve the quality of data available to the 
policy maker in a crisis situation? The report 
proposes two tactical procedures the policy 
maker can use. He can propose a harmless and 
ineffectual solution, or establish a commission- - 
both being devices to gain time in which to 
gather better data. Otherwise, "the foresight 
of the policy -maker in anticipating problems is 
the strongest determinant of the quality of the 
data used in solving policy problems." 

This advice and this observation seem in- 
adequate answers to the President's charge to 
the Commission that it "identify the major 
problems of today and tomorrow for which 



information is or will be needed." 
Our second point about the squeaky wheel 

principle, then, is that it deals with the 
problem of transient gaps by transferring the 
blame for them to the political system. Further, 
the theory seems to regard the political system 
as exogenous, that is, influencing but not in- 
fluenced by the statistical system. Hence, we 
presume no changes are recommended for the 
statistical system to extend the foresight of 
beleaguered policy makers. 

Is this separation of the political and the 
statistical systems reasonable? We think not. 
Our view about how a crisis descends on a policy 
maker is somewhat different. Often, it seems to 
us, crises arise out of well -recognized arenas 
of difficulty. The economy, racial problems, 
poverty, education, health, criminal justice- - 
all of these are longstanding arenas for the 
generation of crises. Some arenas may be 
particularly "hot" at one time and relatively 
"cool" in another. As problems are "hot" and 
actively producing crises, more data are col- 
lected pertaining to the problem. Sometimes 
these data are highly crisis -specific. Some- 
times they are of the benchmark kind which become 
useful in making the next crisis less critical. 
As problems are ameliorated (and we might hope 
that improved data lead to more ameliorative 
policy), interest in keeping the data current 
may wane. Alternatively, a change in the 
political climate may make other issues seem 
momentarily more critical. We can think of 
two ways this might happen. On the one hand, 
the development of a national crisis such as a 
war may distract both public and policy making 
attention from a persistent problem such as 
race relations, leaving it, like a pot boiling 
unnoticed on the back of the stove, likely to 
boil over into a crisis at any time. On the 
other hand, the periodic changes of the party 
in power --each having its own constituency of 
problems --may again lead to a lessened interest 
in data within a particular arena. Indeed, there 
may be a positive disinclination to produce data 
which would permit the "outs" to claim and try 
totally support for the existence of a crisis 
in an area affecting their constituency. 

All of this is to say that it seems to us 
unreasonable to insist that the political 
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system which produces crises is exogenous 
to statistical system. The statistical 
system of the government influences the poli 
tical system. On the one hand its adequacies 
may make policy more effective in ameliorating 
problems and thus reduce the incidence of 
crises. On the other hand, it may fuel the 
fires of the opposition in mounting an attack 
of crisis proportions upon the administration. 
Perhaps most importantly, the statistical in- 
formation produced by the government sets some 
empirical constants in the political debate. 

In summary, then, we feel that the squeaky 
wheel principle of the operation of the pseudo - 
market for statistics is not very helpful. 
Although it manages to define may gaps in the 
offering of statistics, it does so by trans- 
ferring the blame for problems to the political 
system. The theory then regards the political 
system as exogenous to the statistical one and, 
interpreting its charge to mean not thinking 
about politics, calls it quits. 

Taken over all, then, we regard the theory 
presented in the Commission's report about how 
the statistical system works as most unsatis- 
factory. Its principle to account for the 
birth of statistics, the squeaky wheel 
principle, serves only to transfer any respon- 
sibility for gaps in the offerings of the 
system out of the range of the system or the 
Commission. The second principle dealing 
with the mortality --or the lack of mortality -of 
statistics is technically incompetent. 

In spite of these difficulties, this theory 
seems the major basis for the second of four 
major recommendations of the Commission, that 
"more systematic efforts should be made to 
eliminate obsolete statistical programs." The 
brief text following this recommendation goes 
on to assert: "The filling of statistical gaps 
is nearly automatic and causes us relatively 
little concern, but the elimination of unpro- 
ductive programs is important and, at the same 
time, one of the most difficult problems facing 
the government." 

In thus a manner is considerable legitimacy 
added to dubious propositions. While these 
assertions may be true enough, the report has 
given us only the most meager reasons for be- 
lieving them. 



DATA BASES FOR DATA USERS 

Edmund M. Murphy, Chief, Development, Regional Statistics Staff Statistics Canada 

This paper will concentrate upon the out- 
put side, the dissemination side of data base con- 
struction using examples drawn from the dissemi- 
nation programme designed for the data base 
created from the 1971 Canadian Census of Popula- 
tion and Housing. 

One may conceive of three major steps in 
constructing a data base: 

a. collecting or assembling the data 
b. processing the data to create the data 

base itself 
c. drawing information from the base and 

placing it in the user's hands. 

A dissemination programme must consider 
all three phases. The technology of the third 
phase, the publication phase, has the most appar- 
ent effect upon dissemination; however, unless 
the user is given adequate information about the 
two preceeding stages, the dissemination pro- 
gramme may become an exercize in user deception 
rather than user education. 

At every step of the collection and pro- 
cessing phases assumptions are made, approxima- 
tions used, shortcuts taken that can have an 
important effect upon the quality of the data. 
The user must be fully aware of the impact of 
these procedures lest he mislead himself and 
those who use his analyses. 

1. The Collection Stage. 

It is a truism that the first step in 
using a data set should be to read the instruc- 
tion manual for the enumerators who collected the 
data. Apart from such utopian and perhaps unfair 
demands on the user, it is a responsibility of a 
dissemination programme to give the user a de- 
scription of the collection procedures as they 
affect the data. 

The presentation of such information 
should take two forms. First, a general dis- 
cussion of methods and procedures, and second, a 
discussion, where necessary, of the impact of 

collection procedures on specific data sets. 

For the 1971 Canadian Census the major 
methodological innovations were self -enumeration 
(drop -off, mail -back) and the extensive use of 
sampling. Preliminary processing procedures that 
have an impact on the data include acceptance 
standards for incomplete questionnaires, call 
back procedures, plus regional office coding of 
occupation, industry and such open ended questions 
as ethnic group and language. 

Describing the impact of these procedures 
is no simple task. A general description of the 
procedures presents no problem, but, aside from 
estimates of sampling error, it is difficult to 
go beyond cautionary notes when discussing the 
effect of specific procedures upon specific data 
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items. What is needed is a quantitative, item 

specific estimate of the reliability of the data. 

2. The Processing Stage 

Between the collection stage and the cre- 
ation of the data bank, the information is sub- 

jected to a series of processing steps that have 
an additional effect upon the data. Again a 
dissemination programme must include a descrip- 
tion of these procedures and an estimate of their 
impact upon specific data items. 

In addition to the regional office process- 
ing described with the collection procedures, the 
major steps in processing the 1971 Canadian 
Census data were the editing and the imputation 
programmes and the weighting procedures applied 
to the sample data. 

In general weighting procedures and their 
effect upon reliability are relatively easy to 
describe and to quantify. The weighting proce- 
dures flow from the sample design, and their 
impact can be presented as part of the estimates 
of sampling error. 

The 1971 Canadian Census used a ratio rank- 
ing procedure for weighting. For private dwell- 
ings, enumeration areas were aggregated to 
weighting areas of roughly 4,000 population. 
Weights were assigned so that for each weighting 
area sample estimates and complete counts 
matched on certain key items common to both the 
sample and complete count questionnaires. 

Presenting to the user a summary of the 
editing and imputation programmes and their 
impact upon the reliability of the data is not so 
simple. Stating the philosophy of these pro- 
grammes is easy enough: to remove obvious errors 
and inconsistencies, on the one hand, and to make 
meaningful estimates of missing data on the other. 
However, to indicate the operational steps in- 
volved is a problem of another order of magni- 
tude. A list of the edit specifications for the 
1971 Census is itself an impressively thick 
volume. 

Again the question is one of balance. The 
user must not be swamped with indigestable masses 
of information, but he must be given enough in- 
formation about these procedures to enable him 
to properly interpret his data and the results 
of his analyses. 

For the editing programme general lines of 
strategy could be indicated giving the level of 
priority for each type of data. For example, one 
could indicate, perhaps in a flow chart, that age 
is checked against other ages in the household, 
that marital status is checked against age as is 
educational attainment, etc. 

For the imputation programme one can indi- 
cate the general rules. In the 1971 Canadian 



Census there were two types of imputation proce- 
dures. The first used deterministic rules, a 
husband's age could be estimated from the age of 
his wife, for example. The second type was the 
well known "hot deck" procedure where imputation 
groups are defined by a set of basic variables 
and missing data for a record are imputed from 
the previous complete record falling in the same 
imputation group. 

The user must have a firm idea of the 
rules of these procedures. Moreover, he must 
also have a quantitative, item specific estimate 
of their effect. This litter information is even 
more difficult to convey than the former. Not 
only does the impact of these procedures vary 
from data item to item but from area to area. 

These variations by area are especially 
critical in Census data, which is a major source 
of data for small areas. The 1971 Census will 
publish a great deal of data for enumeration 
areas, which have a population of about 400 to 
600. The impact of the editing and imputation 
programmes can vary significantly from EA to EA, 
and the user should be warned when he is using 
an EA that is largely hypothetical. The same 
problems exist to a lesser degree for larger 
areas. 

3. The 1971 Census Master File and Data 
Dictionary. 

The purpose of these collection and pro- 
cessing steps is to create the data base. For 
the 1971 Census data this base is called the 
Census master file; from the user's point of 
view this file is the Census data. It is from 
these data as coded, edited, imputed and weighted 
that all 1971 Census tables must be drawn. To 
analyse a Census table or to design a special 
tabulation from the data, the user must under- 
stand the data on the file. He must know what 
data are recorded on the file, what categories 
are used to record the data, for what subpopu- 
lations the data are reported, and what are the 
strengths and weaknesses of the various data 
items. 

For 1971 the Census is producing a docu- 
ment that contains much of this information - 
the Census Data Dictionary. In this document the 
user will find a definition of each data item re- 
corded on the master file, the categories used in 
coding the responses, which of the last three 
Censuses contained this data item, differences in 
definition between these Censuses, the sampling 
fraction where applicable, the population for 
which the data are reported, and finally, a re- 
marks section pointing out any problems in inter- 
preting and using the data. 

By reading this Dictionary the user can 
discover for example which ethnic groups are 
coded on the file and by implication which are 
grouped as "others "; he can see that the labor 
force status information is reported only for 
those 15 and over; that age data is available up 
to an open ended group 100 and over, etc. He can 
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also discover that no information exists in the 

Census data base on health. 

This Census dictionary is a major start to- 
wards providing the user with the information he 
needs about this data base. The introduction to 
the dictionary provides the needed overview of 
the Census collection methodology and processing 
procedures. It does lack, however, at this stage 
of development, two of the elements noted above 
as being essential to a full description of a 
data base. There is no discussion of the detail- 
ed strategy used in the editing and imputation 
steps, nor is there any indication in the dictio- 
nary itself of the reliability of the data for 
particular items or areas. 

4. Root Mean Square Error 

On another front, Statistics Canada has 
also made progress in indicating to the user the 
reliability of the data. After the evaluation 
studies of the 1971 Census are complete, the 
information obtained will be summarized in one 
measure, the Root Mean Square Error. This com- 
bines in one measure both sampling error and non- 
sampling error. The measure is constructed so 
that it can be used, in general, like a sampling 
variance to estimate confidence limits for a 
figure of a given magnitude. 

When this information is added to the Census 
Data Dictionary as part of a section in each 
definition on "Reliability ", the Census Data 
Dictionary will come close to being a model for a 
description of a data base. Even in its present 
form it is valuable aid to any user in under- 
standing the 1971 Census data base and the tables 
that are drawn from it. 

5. The Dissemination Programme 

The first stage in the dissemination 
programme is to describe to the user what data 
are available, to give him an understanding of 
the data base. The next step is to give him some 
data. 

5.1. The Media 

Before discussing the various strategies 
for placing data in a user's hands, a brief 
discussion of the media of presentation is de- 
sirable. There are, in general, three types of 
media applicable to data transmission - printed 
publications, optical devices, such as micro- 
film, and computer readable storage such as 
magnetic tape. As one reads down this list the 
media become increasingly more expensive to 
read, to peruse, and increasingly less expensive 
to store and manipulate. Printed reports are 
bulky, difficult to store and the data must be 
later transferred to machine readable form for 
manipulation. On the other hand, one does not 
have to sell his patrimony to buy equipment to 
read a book. 

At the other extreme, data on computer 
readable media can be introduced directly into a 



machine, but one needs a computer to Actually see 
the material and documentation and compatability 
problems often exist. Optical devices such as 
film are easy to store and reading devices are at 

least cheaper than a computer, but again the data 
must be transferred to another medium for analysis. 

The 1971 Census data will be available in 
all three types of media, the standard printed 
reports, microfilm rolls and microfiche, and user 
summary tape. 

Since printed materials are very easy to 
peruse but difficult to store, the evident 
strategy is to provide summary information in 

printed form and to use film or tape for trans- 
mittal of detailed data. The 1971 Census tabu- 
lation programme takes a step in this direction. 
The preplanned tabulation programme contains some 
3,500 tables, about 3.8 million pages of computer 
printout. A small proportion of these will be 
published in printed reports. The rest of the 
tables, except for those produced only for check- 
out purposes and internal analysis, will be 
available on microform or as part of the summary 
tape programme. 

5.2. Data to the user 

After having described the data base, and 
insured a range choice of publication medium. 
The next step is to decide what information is to 
be transmitted. A problem that often arises is 
that of confidentiality. For most data bases, it 

is usually contrary to public law, professional 
ethics, or common decency to release to the public 
data that can be related to an identifiable in- 

dividual unit. One is thus left with three types 
of publication: 

a. Publication of summary data as in 
tabulations 

b. Publication of individual records ad- 
justed so that individuals cannot be 
identified 

c. In -house manipulation of individual 
records and publication of the results. 

For the 1971 Census data, Statistics Canada 
is considering options b. and c., but the major 
thrust of the dissemination programme is upon a 
large and flexible tabulation programme. Such 
tabulation programmes have two major components, 
a set of preplanned tables plus systems for per- 
mitting the user to design and obtain tables to 
his own specifications. 

5.2.1. The preplanned tabulations 

No matter how flexible and efficient the 
special request tabulation system may be, it is 

still cheaper and quicker for a user to obtain 
an "off the shelf" table when he can find one 
that suits his needs. The twin problems for a 
preplanned tabulation programme are to design the 
tables so that a large proportion of user needs 
will be met and to inform the user as to what 
tables are available. 
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The proper design of the programme should 
involve at least two elements: professional 
judgement of what would be useful and desirable, 
plus the equivalent of market research to as- 
certain the efficiency of previous tabulation 
programmes and to estimate changing demand for 
tabulations. 

The 1971 Census tabulation programme 
emphasized the first aspect, professional judge- 
ment. The market research consisted largely of 

an analysis of the special requests generated by 

the earlier Censuses. Requests for special 
tabulation are one important source or information 
about the effectiveness of a preplanned programme, 
and this type of research will be continued and 
expanded for the 1971 special requests. In 

addition, the Census Division is setting up a 

special unit to conduct market research in the 
broader sense as an input to the 1976 and 1981 
tabulation programmes. 

If the preplanned tabulation programme is 

large, as it is for the 1971 Census, the problem 
of informing the user of exactly what is avail- 
able assumes major proportions. The 1971 Census 
approaches this problem in two ways. The publish- 
ed tables are described in the traditional Census 

catalogue, and the entire preplanned programme 
is listed in a new document, the Tabulation 
Directory. 

This directory is the first step toward an 

automated search system. Each table in the pre - 

planned programme is completely described on an 
entry in a computer file. This file could be 
made available on tape to a user who could then 

devise a programme to search it, or he could 

list the file or parts of it in a manner that 

suits him. In addition the Census Division will 

make available a listing of the file. This list- 
ing will be cross sorted for ease of access. For 
example, all tables containing data on a given 

variable will be listed.in one place cross -re- 

ferenced by the other variables in the table. A 

user interested in a table showing age by sex 

by occupation can turn at once to a given section 
of the directory and find a list of all tables 
containing these variables. 

5.2.2. Special Request Tabulations 

No preplanned tabulation programme could or 
should meet all requirements for data from a 
given base. If every need is being satisfied, 

then the preplanned programme is probably too 
large, some of the tables are being used by a 
minute number of people. Thus every dissemina- 
tion programme must provide for the timely and 
flexible production of special request, user 

defined, tabulations. 

The basic element of such a system is a de- 

scription of what tables could be produced from 

the given data base. The description of the data 

base discussed above should serve this purpose. 

For the 1971 Census, the Data Dictionary does 

give the user the information he needs to design 

tables that can be produced from the data base. 



The next step is to develop a system that 
will deliver the requested tables quickly and 

cheaply. Since internal priorities and staff 
shortages are responsible for many delays in 
servicing special requests, the system should 
minimize the necessity for in -house staff inter- 
vention. 

The need for in -house experts to advise 
and assist users can never be completely elimi- 
nated; however, the system should permit the user 
who is so inclined to accomplish himself the work 
necessary to generate a special tabulation. 
Ideally, there would be direct interaction between 
the user and the data base; the user types in a 
request on a terminal in his office and a second 
later the table appears. (The same kind of in- 

teraction is also a goal of the 3rd dissemination 
alternative mentioned above, in -house analysis 
of individual records and publication of results.) 

There are several problems to be resolved 
before such direct user interaction is a reality, 
but the 1971 Census has made a major step in this 
direction with its STATPAK tabulation system. 
The TARELA language developed for the STATPAK 
programme is close enough to ordinary notation 
that the user can after some study essentially 
write the control cards for the programme him- 
self. This system is new, and it has not yet been 
tested on real census data with real users, but 
it is a very promising step. In theory at least, 
the user can design the table, write the control 
cards, and send the request to the Census 
Division. His request will be checked, the 
control cards punched, the table run, and the re- 
sults returned to the user with the obvious gains 
in overall turnaround time and costs. 

A system such as this imposes an obvious 
burden upon the user. He must take the trouble 
to decide exactly what he wants, check its avail- 
ability, write the control cards, and accept 
responsibility for the results. It is easier to 
write a note asking for "something by age and sex 
and occupation for the city of Sorel ". However, 
with an interactive special request system, the 
user will have ample rewards for his efforts in 
cheap and timely answering of his request for 
special tabulations. 

Another requirement for a special request 
programme is flexibility, especially in delinea- 
tion of areas. The 1971 Census dissemination 
programme will give the user a great deal of 
flexibility in areal delination with its Geo- 
coding programme. This is a computer system that 
codes all Census data to small units - block faces 
in 14 urban areas, Enumeration Areas for the rest 
of the country - and permits the user to construct 
his own areas as aggregations of these units 
simply by drawing his area on a map. 

5.2.3. Confidentiality 

Even with summary data, problems of con- 
fidentiality of individual records arise. It is 

often quite easy to pick out individuals in a 

tabulation and deduce information about them. 
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One Census example is a table showing that the 
only Doctor in a certain small area has a certain 
income. In addition to these direct disclosures, 
there exists the problem of residual disclosure, 
obtaining information by combining two or more 
tables which themselves contain no direct dis- 
closures. And finally, many data bases are 
plagued with problems of dominance, one unit's 

data dominating the data for a given area. 

Confidentiality is a severe problem for any 
data base and especially one with direct user 
access. The procedures used to protect against 
disclosure must work, they must be automatic, and 
they must not distort the analytical meaning of 
the data. 

For the 1971 Census data, which has problems 
with direct and residual disclosure but rarely 
with dominance, a random rounding procedure has 
been adopted. This procedure essentially shifts 
the unit of census tables from one to five. 

The procedure gives good protection against 
disclosure; no number smaller than five appears 
in any table nor can a number smaller than five 
be derived by manipulating tables. It is automat- 
ic; a computer algorithm rounds each figure to 
one of the two nearest multiple's of five using a 

random number generator and a schedule of proba- 
bilities. And it has little impact upon the 

analytical meaning of the data; only very small 
numbers are significantly changed, and these are 
very unreliable in census data in any case. 

This, procedure will not be appropriate for, 
all data bases, but any data base which incorpo- 
rates direct user interaction or rapid in -house 
preparation of special requests will'need con- 
fidentiality procedures with similar properties: 
adequate safeguard, automatic application and 
minimal impact upon analytical meaning. 

6. Summary 

The construction of a data base has one 
goal: to place in the hands of analysts and 
policy makers the information they need to do 
their job. The major tasks of a dissemination 
programme are to provide the potential user with 

an adequate description of the data base includ- 
ing the procedures by which it was constructed, 
to plan a series of standard data packages to 
meet the needs of the general user, and to 
provide quick, accurate, and cheap special re- 

quest data for users with specialized needs. 

The 1971 Canadian Census will provide such 
a data base by means of its expanded summary tape 

and microfilm publication programme, its Statpack 

and Geocoding special request systems, and its 

expanded data documentation. 

(Further information on the 1971 Canadian 
Census Data Dissemination programme may be 
obtained from: 

Census User Enquiry Service, Census Division 

Statistics Canada, Ottawa K1A OT7) 



EVALUATING THE QUALITY OF THE 1970 CENSUS 

Joseph Waksberg 
U. S. Bureau of the Census 

Considerations in Determining Evaluation 
Program 

Papers presented in earlier years, and pub- 
lished reports, have described in general 
terms the program to evaluate the quality of 
the 1970 United States Census of Population 
and Housing. This paper will provide further 
details of the program. However, before 
going on to a description of the various proj- 
ects used in the evaluation process, it seems 
useful to discuss the considerations taken into 
account in determining the evaluation program, 
and why it took the particular form it did. 

In a mathematical model extensively used by 
the United States Bureau of the Census and 
other statistical organizations, both measure- 
ment and sampling errors are identified as 
contributing to variance and bias which are 
then separately estimated in experimental 
studies. This model has been utilized effec- 
tively to guide census and survey design. In 
a sense, the variance can be considered to 
reflect the "noise" in the census -taking 
process and bias the misinformation in the 
system. Of course, what contributes to 
variance and what contributes to bias depends 
on what is being held fixed. A given question- 
naire may have a certain consistent or average 
error effect, defined as bias, but if we con- 
sider this particular questionnaire as a sample 
of one from a population of possible question- 
naires that might be considered for the survey, 
the differences among such questionnaires 
would contribute to variance. 

A desire to measure both response bias and 
response variance of Census statistics had 
a major effect on the methods used to evaluate 
the Census. Frequently, the best method of 
measuring bias is to compare Census data 
with outside, presumably more accurate, 
sources. Although as much of this was done 
as possible, other devices had to be super- 
imposed in order to measure response vari- 
ance as well. Generally, the additional pro- 
grams also had secondary values in providing 
breakdowns of the biases for sub -classes of 
the population. As a result of these and other 
considerations, projects were developed using 
the following methods for evaluation. 
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(1) checks of the reasonableness of Census 
totals and distributions by comparing them 
against outside data; 
(2) examination of distributions for internal 
consistency; 
(3) review of the effect of operating pro- 
cedures, such as accuracy of coding, impu- 
tation for nonresponse, etc; 
(4) re- interviews of samples of households 
or persons with case -by -case matching \of 
results; 
(5) record checks in which information from 
outside sources for a sample are compared 
case -by -case, with Census data; 
(6) designed experiments; in 1970, primarily 
a randomization of work units among a set 
of enumerators. 

The evaluation program also included experi- 
ments to test the effects of proposed changes 
in census -taking process in contrast to 
procedures in use, although such experiments 
obviously do not directly measure the quality 
of the Census. 

Given that these were the measurement 
methods to be used, decisions were still 
needed on what aspects of census- taking 
should be studied and the emphasis to be 
given to each. The criteria used in allocating 
priorities involved determining that the eval- 
uation program should satisfy the following 
broad classes of objectives: 

(1) To determine the effectiveness of the new 
procedures adopted for the conduct of the 
1970 Census. In a sense, one of the purposes 
of the 1970 evaluation program is to ascertain 
whether the Census moved in the right direc- 
tion in adopting the procedures utilized for 
the first time in 1970 (and for that matter, in 
continuing the methods first introduced in 
1960). 

(2) To obtain another round of readings on 
the components of mean square error of 
important census statistics. (1970 would be 
the third point in a time series on evaluation.) 

(3) To solve some problems of evaluation that 
were inadequately dealt with in 1960. 

(4) To pursue more intensively the correlates 
and causes of error in census statistics. 



Description of Evaluation Projects 

A group of projects was developed to measure, 
as accurately as possible, the extent and 
cause of coverage and content errors. About 
half of the resources to be devoted to the 
evaluation program was assigned to each of 
these classes. The first ones we shall describe 
are those that involved checks of Census totals 
and distributions, analyses of internal con- 
sistency, and reviews of Census operating 
procedures: 

1. Demographic analysis of coverage. This 
comprises techniques that check census sta- 
tistics against data derived from combination 
and manipulation of birth and death statistics, 
previous census results, data on migration 
into and out of the country. 

2. Comparisons of Census totals and dis- 
tributions with other available aggregated 
statistics, e.g., comparing labor force dis- 
tributions with the Current Population Survey 
figures, school enrollment with Office of 
Education data, etc. Of course, such corn - 
parisons can raise serious questions on the 
accuracy of different statistical sources and 
what are appropriate standards. This is a 
problem that permeates the entire evaluation 
program and one that is better dealt with on a 
project -by- project basis. 

3. Analysis of the size and potential effect 
of nonresponses and the methods used to 
impute for them. 

4. The effect of special procedures used for 
the first time in the 1970 Census to improve 
coverage in difficult -to- enumerate areas. 
Insofar as possible, we are obtaining counts 
of the numbers and some characteristics of 
persons added by these procedures. Unfor- 
tunately, this is only possible for some of the 
devices used. There is no practical method 
for isolating the effects of some coverage 
improvement techniques; for example, more 
intensive training of enumerators and crew 
leaders in selected areas. 

5. A study of the composition of the 20 per- 
cent sample in the Census to ascertain whether 
any bias has occurred in the sample selection. 

6. Analyses of the effectiveness of the various 
quality control devices (for both field and 
office operations) used in the Census to control 
error. 
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A greater part of the resources in the evaluation 
program was devoted to a series of projects 
in which samples of the population or housing 
units were selected and subjected to various 
operations to provide measures of error. The 
operations consisted of such techniques as record - 
checks with outside, and presumably more 
accurate, sources; re- interviews, sometimes 
with more probing questionnaires; random- 
izing the work units assigned to a set of enumer- 
ators; examining the effects of different stages 
of census processing, etc. 

It should be noted that some of these processes 
seem to imply that there is always a correct 
answer to a question and that the difference 
between the correct reply and the one actually 
obtained is the error in the individual response 
or measurement. Without going into a dis- 
cussion of the nature of truth, in some cases at 
least this notion is unproductive. The idea of 
"correct" or "incorrect" is uncertain for a 
number of items in the Census which are not 
defined with the precision necessary for an 
unambiguous reply to exist in all cases; for 
example, mother tongue, and vocational train- 
ing. For these items, the re- interview focuses 
on providing insights on how the respondents 
interpreted the questions. 

The specific projects in the evaluation program 
are listed in table 1. Some comments are in 
order. 

For overall understanding of census counts, the 
Bureau is relying on demographic analysis with 
breaks by age, race, and sex. The detailed 
projects relating to coverage in table comple- 
ment the demographic analysis studies in a 
number of ways. Two studies are designed to 
improve these estimates. The Birth Registration 
Study examines the completeness of registration 
of births. The number of births is an important 
component of the estimates developed by demo- 
graphic analysis, and they are obtained by 
adjusting registered births by estimates of 
nonregistration. The second study is the 
Coverage Check of Persons 65 Years and Over, 
the age group for which demographic estimates 
are probably weakest. This study has been 
performed by selecting a sample of Medicare 
registrants and determining whether they have 
been enumerated. The remaining studies are 
intended to explore various aspects of under - 
coverage. Several projects will measure 
various aspects of coverage of housing units, 
partly to shed light on the extent to which living 
quarters were omitted from the Cens.us, partly 



to detect any weaknesses that might exist in 
the mail techniques introduced in 1970, and 
partly to evaluate the effectiveness of a number 
of procedures used in 1970 specifically to im- 
prove coverage. The remaining coverage 
projects explore the extent and reasons for 
missing selected classes of the population. 

Measures of response errors, generally 
referred to as "content" errors, are mainly 
derived from record checks, re- enumerative 
studies, and the randomized enumerator var- 
iance study. The 1970 program has expanded 
the number of record checks, as compared 
to the 1960 and 1950 evaluations. The record 
checks appear to be the best deviees to measure 
possible biases in Census statistics. The record 
checks were performed by matching census 
reports for a sample of households with inde- 
pendent record sources. In regard to the 
re- interview program, analyses of the results 
of the 1950 and 1960 programs indicated that, 
for most population items, re- enumeration does 
not provide satisfactory measures of bias, at 
least with the techniques used. Since adequate 
measures of simple response variance are 
coming from the CPS- Census match, most of 
these population items are omitted from the 
1970 evaluation program. Instead it concen- 
trates on: (a) housing statistics, (b) population 
items for which earlier experience indicates 
adequate measures of bias can be obtained, 
(c) new items not in CPS and for which no 1950 
or 1960 evaluation data exist. The total response 
variance, including the correlated component 
produced by the tendency of some enumerators 
to make consistent errors, is measured by the 
randomization study. A more efficient random- 
ization procedure was used than in 1960 or 1950 
and more precise measures of variance are 
expected. 

Two of the projects. do not neatly fit into any 
of these categories. One is a study of the 
accuracy of geographic coding in the approxi- 
mately 60 percent of the United States in which 
the codes were computer- assigned. The 
second, referred to as the National Edit Sample, 
traces a sample of questionnaires through var- 
ious stages of census processing, to see how 
editing, follow -up, clean -up, etc. , affected 
the quality. 

Current Status of Program 

Coverage: In a paper presented in the 1970 
Annual Meeting of the American Statistical 
Association, Jacob Siegel rep'rted that an 
analysis of a historical series of rates of net 
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underenumeration for 1880 -1970 supports the 
view that coverage of censuses has been im- 
proving, albeit irregularly, and that the 1970 
Census had the lowest underenumeration rate 
over this period. The preliminary evidence 
is that the 1970 rate of underenumeration is 
lower than the 1960 rate, with the decrease 
in the neighborhood of 0.1 or 0. 2 percent. (It 
must be emphasized that these are only pre- 
liminary figures and the Census Bureau will 
issue a full, final and more accurate report 
when it completes further work.) This 
decrease occurred in spite of the fact that 
changes in the age- sex -color composition of 
the population between 1960 and 1970 increased 
the proportion of the more- difficult -to- enumer- 
ate categories in 1970. If the same under - 
enumeration rates for age- sex -color groups 
had occurred in 1970 as in 1960, the total 
underenumeration would have increased by 
about 0. 2 percent. 

Accuracy of Response: Comparisons are being 
made between Census tabulations and other 
sources of data for a number of statistics. 
As mentioned earlier, it is not always clear 
which source is "better. " Furthermore, there 
are frequently small differences in the popu- 
lation covered, the definitions used, or the 
reference period which makes exact compar- 
ability impossible. However, such compar- 
isons do indicate whether any serious problems 
exist and the general order of magnitude of 
errors. 

Comparison of the Census with results of the 
Current Population Survey are shown in 
table 2 for a number of key subjects - -labor 
force, income, educational attainment, and 
school enrollment. In general, CPS and 
Census data are, quite close. The largest 
differences are in some school enrollment 
categories and these are probably due to the 
difference between the fall date for enrollment 
figures in CPS and the later date for the Census. 
(There are also some large differences in the 
proportions enrolled in public vs. private 
schools.) The compensating differences be- 
tween the different levels of persons com- 
pleting high school and college are, we be- 
lieve, mostly due to the better reporting in 
the Census as a result of self- enumeration. 

School enrollment figures were compared with 
data compiled by the Office of Education, 
although differences in timing do not permit 
exact comparability. The two sets of figures 
are generally similar, except for the division 
of private schools between parochial and 
others, where a major discrepancy exists. 



In general, the quality of the statistics on 
items that have been traditionally collected 
in the Census and current surveys is similar 
to that in prior years. Some of the newer 
items in the Census were known to be difficult 
to collect, either because of lack of clarity in 
the concepts or because many of the respond- 
ents simply do not know the correct answer. 
Evaluations completed to date on two such 
items confirm the existence of high response 
errors. For example, the number reported 
as disabled in the Census appears to be low 
by about 30 percent. Such difficulties were 
anticipated and in the 1970 Census there was 
a conscious decision that the requirements 
for information for small areas were such 
that partial data would be useful. 

As you can see, only scattered preliminary 
results are available at this time and these, 
of course, do not include the larger projects. 

Coverage: 

These programs tend to be complex and slow, 
requiring a considerable amount of detailed 
work. In addition, there are always needs 
for priorities on work assignments and, of 
course, these are normally assigned to the 
production of the regular census publications. 

We expect most of the projects to be completed 
within the next year. The results will be 
made available to the public in a series of 
1970 Census publications which will be 
identified in the PHC -E series. The series 
will be announced in the usual manner of 
census publications. 

The final evaluation of the quality of the 1970 
Census, both in absolute terms, and as 
compared to earlier censuses must await 
these final reports. 

Table 1. 1970 Census Evaluation Projects 

Prol ect 

Birth Registration Study 

Coverage Check of Persons with Motor 
Vehicle Operators' Licenses 

Coverage Check of Persons 65 years 
and over 

Housing Unit Coverage 

Misclassified "Vacant" Units 

Erroneously Deleted Housing Units 

Coverage Errors based on the Definition 
of a Housing Unit 

Matching of Housing Units from the 
Current Population Survey Against the 
Census 
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Sample Sizes 

15, 000 children under 5 years of age 
7, 500 white children 
7, 500 children of races other than white 

1,000 licenses issued or renewed less than 
a year before the 1970 census to males in their 
20's in District of Columbia tracts where the 
residents were low- income and predominantly 
of the Negro race. 

8, 000 persons 65 years of age and over, 
registered for Medicare. 

A relisting of addresses in 9, 000 small -area 
segments (usually about the size of a city 
block). In addition, a recheck of 20, 000 
addresses for completeness of coverage of 
all housing units at those addresses. 

3,000 units enumerated as vacant in the Census. 

1, 300 units originally listed, but later deleted 
from the Census 

1, 800 housing units enumerated in the Census, 
but with characteristics that indicate a 
potential undercount. 900 housing units 
enumerated in the Census but with character- 
istics that indicate a potential overcount. 

56, 000 housing units checked for inclusion 
in the Census. Persons in 10, 000 housing 
units checked for inclusion in the Census. 



Table (continued) 

Project 

Content: 

Match of CPS and Census Data 

Accuracy of Income Reporting based on 
Match with the Internal Revenue Service 

Accuracy of Occupation and Industry 
reporting Based on Match against 
Employer Records 

Employment 5 years ago 

Record Check on Expenditures for Gas 
and Electricity 

Record Check on the Value of Owned Homes 

Reinterview of Census Sample Households 
for Content Evaluation 

Accuracy of Geographic Coding of Addresses 
to tract, Block, and Minor Civil Divisions 

Accuracy of Place of Work reporting and 
Coding 

Disability Study 

National Edit Sample (to measure effect of 
editing follow -up and clean -up on "Not 
Reported" rate) 

Response Variance Study 

Other: 

Experiment testing the feasibility of extending 
the mail census to areas of lower population 
density 
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Sample Sizes 

Characteristics of housing units and persons 
in them compared with Census, for 10, 000 
housing units. 

The 10, 000 housing units cited above. 

7, 500 employed persons (excluding self - 
employed, unpaid family workers and farmers). 

4,000 persons 14 years and over reporting 
employment status in the Current Population 
Survey in July 1963. 

5, 000 rental housing units in the Census 20 
percent sample selected from 5 metropolitan 
areas. 

3, 000 homes sold July- December 1971 

10, 000 housing units occupied in the Census. 
1, 000 vacant housing units. 

11, 000 addresses. 

4,000 employed persons in the Census sample, 
in SMSA's 

15, 000 households with one or more persons 
reported as disabled. 25,000 households with 
no persons reported as disabled. 

7, 500 questionnaires from the Census sample. 
7, 000 nonsample questionnaires. 

1, 100 enumerators in 35 Census District 
Offices. 

Five matched pairs of District Offices far 
comparison of costs and administrative 
problems. 

For a coverage check, 13, 000 housing units 
relisted in small areas selected from 420 
enumeration districts. 



Table 2. Comparisons of Census and CPS Statistics for 
Selected Items, 1960 and 1970 

(CPS data for labor force are for April 1970; income and 
educational attainment are for March 1970; school enroll- 
ment data are for October 1969) 

Item Census 
1970 

CPS Difference Census 
1960 

CPS 

Labor Force ( %) 

58.4 
55.8 

2. 6 
4. 4 

60.1 
57.5 

2. 6 
4.3 

- 1. 7 
- 1. 7 

- 
0. 1 

55.5 
52.6 

2. 9 
5. 1 

57.0 
54. 0 

3. 0 
5.2 

In civilian labor force 
Employed 
Unemployed 

Unemployment rate 
Not in civilian labor force 41.6 39.9 + 1. 7 44.5 43. 0 

Income 

Median family income 9590 9433 157 5660 5417 
Aggregate money income 

(in billions) 
635.5 603.3 32.2 332.3 304.5 

Educational attainment for 
persons 25 years and 
over ( %) 

Elementary 
0 to 7 years 15.5 14.3 1.2 n. a. n. a. 
8 years 12.8 13.4 -0.6 n. a. n. a. 

High school 
0 to 3 years 19.4 17.1 2.3 n. a. n. a. 
4 years 31.1 34.0 -2.9 n. a. n. a. 

College 
1 to 3 years 10.6 10.2 0.4 n. a. n. a. 
4 years 6. 1 6. 8 -0. 7 n. a. n. a. 
5 years or more 4. 6 4. 3 0. 3 n. a. n. a. 

_1/ 
School enrollment 

(thousands of persons 
enrolled) 

Elementary school 33,210 33,788 -1. 7 28, 988 29, 382 
High School 14, 481 14, 553 -0.5 9, 696 9, 616 
College 6, 966 7, 435 -6.3 2, 935 3, 340 

Note: Minus sign denotes higher C P S figure. 

1/ 1970 data are for persons 3 -34 years; 1960 data are for 5 -34 years. 

2/ Difference shown as percent of C P S totals. 
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Difference 

243 
27.8 

n. a. 
n. a. 

n. a. 
n. a. 

n. a. 
n. a. 
n. a. 



ORGANIZING CENSUS RESULTS FOR USE BY SOCIAL SCIENTISTS* 

Everett S. Lee, University of Georgia 
Richard C. Taeuber, Oak Ridge National Laboratory 

We stand at the beginning of an era in social 
research, unfortunately one which we are not pre- 
pared to enter. The Census Bureau has adopted 
a policy of releasing elaborate tabulations for 
small areas on magnetic tapes and has prepared 
a series of one - percent samples of individual 
records for 1970 (in which no person can be 
identified, of course), that permit the 
investigator to make whatever tabulations or 
correlations he wishes. Furthermore, the 
Census Bureau is providing comparable data for 
1960 and has arranged for the release of Current 
Population Survey Data, after combining surveys 
in such manner that the statistical variation is 
not distressingly great. There is perhaps 
some hope that samples will be prepared from 
the records of earlier censuses so that much 
needed historical research can be performed 
with the same ease as that based on the 1970 
Census. 

The Census Bureau is not the only agency 
to have taken an advanced view of data dissemina- 
tion. The Social Security Administration has 
released tapes which include one -percent samples 
of social security records, going back more than 
a decade, and there is experimentation with the 
cost and value of increasing the sample size, 
perhaps to ten percent. Data from the Census 
of Manufactures and the Census of Agriculture 
are also available on tape, as are the materials 

published in County Business Patterns. It may 
well be that the National Center for Health 
Statistics will follow suit. Already the amount 
of material available on magnetic tape is such 
that major efforts are necessary to catalog the 

available materials. 

While we have long been handicapped more by 

lack of imagination than by lack of data, the 
situation of the social scientist and planner 
in this country is greatly improved over one 
that was already excellent. As Mary Jean 
Bowman has noted: 

"The leadership of American economists in 

the development and empirical testing of models 
for analysis of investment in education rests 
firmly upon the imaginative and yet unwitting 
contributions of sociologists, demographers, 
and very practical market analysts in private 

business. It is these people who persuaded the 

U.S. Census to put earnings and educational 
attainments into the 1940 Census, along with 
breaks by sex, age, race, and region. These 

data were improved in the 1950 and especially 
the 1960 Census, and will be even better in 
1970. They are the envy of economists in other 
lands concerned with human resource problems. "1 

This is a true statement but it deserves an 
addendum. Some of the contributions were not 
unwitting, and many of them were made by social 
scientists within the Census Bureau itself, who 
were led to them by their own analytical work. 
One of the great strengths of the Census Bureau 
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has been that its leaders have distinguished them- 
selves in the analysis of census and related 
materials. Consequently, they have been made 
aware of the pitfalls and limitations of the data, 
and they have had the easy access to other 
leaders in social science research that comes 
from intellectual communion and cooperation. 
While there were many people outside the Bureau 
who urged the development of public use samples 
and other magnetic tape releases, it was through 
the efforts of Census officials, themselves 
analytically oriented, that we have the current 
wealth of data. 

We have moved so rapidly into this new era 
of data manipulation that none of us are prepared. 
The Census Bureau has understandably encountered 
difficulties and delays in making the tapes 
available in usable form. The spate of private 
research and data processing organizations that 
sought to use the census tapes in providing 
services to their clients has been decimated by 
inflation and recession. Only a few remain and 
probably all of these have channelled their 
efforts much more narrowly than originally 
intended. Universities and nonprofit research 
organizations have also had to curtail their 
plans, as the costs of assembling the census 
tapes, providing the necessary programming, and 
developing working tapes have become clear. 
There is not only a shortage of money, there is 
an even more disturbing lack of properly trained 
personnel. Furthermore, all of us have to be 
made aware of the multiplicity of opportunities 
we are offered, though as E. B. Wilson once 
remarked of mathematics, statistical technique 
under the spur of the computer is like a horse 
with so many and so varied gaits that the 
entranced rider is likely to ride off in all 
directions. Until we become better accustomed 
to both tools and data, we may fully expect to 
see regressions and multiple regressions without 
end or reason, and we will find certain variances 
explained by several hundred percent. 

There are lessons to be learned from the 
Surveys of Economic Opportunity, imaginative 
undertakings sponsored by the Office of Economic 
Opportunity and conducted by the Census Bureau. 
After tapes from these surveys were released by 
the Census Bureau, it took the joint efforts of 
the Brookings Institute and the ASSIST Corporation 
to make the tapes usable to non -census people. 
Even so, important questions including sample 
weighting and variances, remain to plague 
investigators. Programming turned out to be no 
easy matter, and it is only now, through the 
combined efforts of social scientists from the 
University of Georgia, the University of 
Wisconsin, the Department of Agriculture and 
elsewhere, that data from these surveys can be 
brought to bear on problems of immediate 
importance. 



Experience with these surveys and with a 
few 1960 census tapes, including the 1 /1000 
sample, has saved us many difficulties, but there 
are still many steps and costs involved in pro- 
ceeding from the census tapes to research find- 
ings. In the first place, tapes from the Census 
Bureau are high in cost and sometines slow in 
delivery, because the copying and documentation 
of tapes has to be fitted into the Bureau's 
heavy operational work load. As received from 
the Census the tapes are not in the best form 
for processing. For the sake of economy in 
storage and handling they should be packed 
and converted for particular tape drives. 
Programming suitable for several types of 
computers and for varying materials (the 
Fourth Count as against the Public Use Samples, 
for example) is necessary. 

Fortunately, these needs were foreseen by 
the Ford Foundation, the National Science 
Foundation, and the Center for Research 
Libraries,who took steps to facilitate the 
widest possible access to the Census data by 
providing grants to universities to obtain 
tapes and programs and by arranging with a non- 
profit organization, DUALabs, to provide 
compressed tapes and adequate programming at 

minimal costs. Arrangements were also made to 
provide extract or working tapes at the lowest 
possible costs to researchers. Perhaps just as 
important was the provision of an organization 
which could make copies of tapes without the 
long delays that are associated with governmental 
operations. To the researcher quick cost 
estimates and quick delivery of materials after 
they have been purchased are crucial concerns. 

But even with these developments it was 
clear that there were alarming as well as 
desirable features in the new methods of data 
dissemination. It remains true that some of 
the most important papers will be written by 
researchers who, thumbing through a census 
volume, are struck with the relevance of a 
single table or combination of tables to an 
important concern, and thereafter with pencil 
and paper, and perhaps with desk calculator, 
perform the necessary recombinations and 
calculations. Nevertheless, the lone re- 
searchers or groups of researchers at smaller 
universities have been placed at a considerable 
disadvantage vis -a-vis those in places with 
better computers, more programming assistance, 
and money to amass tapes. What is being 
ushered into the social sciences is the develop- 
ment of Science, performed in large 
establishments with large research staffs and 
experienced support personnel, as is already the 
case in the physical sciences. Again, we 
emphasize that much can be done by the 
imaginative researcher who has nothing more than 
pencil, paper, and a census volume, but he may 
have his productivity crippled by the awareness 
that others have better access to data and can 
obtain their results more easily. We can only 
foresee an increase in the psychological blocks 
to productivity for researchers in small and 
poorly supported institutions. 
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Although the physical sciences have moved 
in the direction of Big Science, partly because 

of costs and partly because of the many 
advantages to assembling a group of scientists 
to work on a specific problem, ways have been 
worked out to facilitate cooperative efforts and 
increase the possibilities of faculty members 
and students at smaller or faraway institutions. 
The reactors at AEC National Laboratories have 
been used for experiments by scientists from 
many universities, and fellowships have permitted 
students from all over the country to use the 
complex and expensive equipment found in 

national laboratories. In such ways Big Science, 
as represented by large research organizations, 
has aided in research and training in many 
other institutions. 

In the South an opportunity for cooperative 
arrangements among social scientists is being 
provided by the development of a data center at 

the Oak Ridge National Laboratory (ORNL) in con- 
nection with work being done for the Department of 
Housing and Urban Development. At this center 
all of the tapes from the 1970 Census are being 
amassed, along with available tape files from 
the 1960 Census, the Social Security One- Percent 
Sample, County Business Patterns tapes, and a 
number of valuable files made available by 
individual researchers, such as the Bowles - 
Tarver County Migration tapes for 1950 -60 and 
the SEA by SEA migration flows for 1955 -1960. 
Cooperating in this endeavor have been the 
Department of Agriculture, the Rand Corporation, 
the Tennessee Valley Authority, and a number of 
universities throughout the country. 

The Oak Ridge Associated Universities, a 
corporation sponsored by 43 Southern colleges 
and universities with graduate schools, was 
established to further cooperation between the 
National Laboratory and educational institutions. 
Recognizing the possibilities afforded by the 
data bank and by the computer facilities and 
technology at Oak Ridge, a group of demographers 
asked to be allowed to utilize the Oak Ridge 
Associated Universities in somewhat the same way 
as physical and biological scientists. The 
Southern Regional Demographic Group resulted, a 
group which now has over 150 individual members 
from many colleges and universities. Its purpose 
is to ease access to ORNL data and capabilities 
for members of the group, to organize and 
participate in studies which were beyond the 
facilities of a single university, and to organize 
conferences and symposia addressed to research 
problems and needs. 

Initial funding was received from the Ford 
Foundation, and a series of conferences have 
been held. In March, 1971, a conference on 
Research and the 1970 Census was sponsored by 
the National Center for Population Research of 
NICHD, the papers from which have been published. 
A meeting scheduled for September 28 -29, 1972, 
deals with "Research Needs for a Southern 
Population and Urbanization Policy." A central 
office with a full -time executive secretary 
supplies needed materials to member researchers, 
arranges for the dissemination of information on 



research carried out by its members, and 
facilitates cooperative endeavors among 
universities. 

At ORNL preliminary attention has been 

focused upon methodological and data processing 

questions. The public use samples are being 
converted into binary form as an aid in com- 

pression and in speed of processing. Available 

computer programming packages such as SPSS are 
being modified and extended for use with the 
public use samples, as is Howard Brunsman's 
CENTS program. In these endeavors we are 
cooperating closely with DUALabs and research 
organizations in NIH and the Department of 
Commerce. Tapes have been received, catalogued, 
combined, extracted, compressed, and otherwise 

processed for immediate research or for wide 
spread usage. 

A number of pilot studies have been made 
which were designed to explore the possibilities 
of varied materials and to discover the 

difficulties in their use. One such study, 
carried out in cooperation of the Tennessee 
Valley Authority, dealt with migration into and 
out of the Tennessee Valley, and gave us 
valuable insight into the use of Social 
Security materials in assessing the flows of 
labor. We then secured the cooperation of 

David Hirschberg and the Bureau of Economic 

Analysis in making a study of changes in the 

labor force in metropolitan areas. 

We have now moved to the construction of 
a special tape for the Atlanta Metropolitan Area 
which permits us to follow over a ten -year 
period anyone who was ever in covered employment 
in that city. We can determine where he was 

before he came to Atlanta, what his annual 
earnings were, what he earned while he was in 
Atlanta, and where he went when he left Atlanta, 

all that by age, sex, color, and industry. Once 

such a study is made we hope to encourage 
comparable studies by other researchers in 
other cities. Our aim is not to direct the 
course of research, but to permit replication 
and improvement by studies in other areas. 
Our hope is that the results of these initial 
efforts will be multiplied and improved upon 

so that large initial processing costs need 
not be borne by researchers with little 
equipment or limited funds. 

Similar exploration has been done with 

census materials and a study of the usefulness 
of city directories as a supplement to census 
information is under way. Examinations of 

black suburbanization have been made in 
several metropolitan areas, while other studies 

deal with the shift of industry from central 

cities to the rings. Growth by size of place 
has been studied as it relates to past growth, 
to location in regard to metropolitan areas, 
or in regard to interstate highways. As an 
aid in understanding areal patterns we have 
experimented with computer graphing. For 
example, we have worked out ways of graphing 
migration rates for counties by age, sex, and 
race so that we can get graphs for all 3000 
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counties in a few minutes of computer time. When 
we have the basic data on hand we will make sim- 
ilar graphs for 1970 and offer sets for 1960 and 
1970 for publication in the various states. 
Another program converts density by enumeration 
district or block group to density per kilometer, 
giving us density maps for 1960 and 1970 that can 
be compared to see which areas lost and which 
gained population. Once done for a single city, 
processing for a large number of cities is 
straightforward. Furthermore, the same technique 
can be extended to black population, the aged, 
broken families, or to any other quantity we 
choose to relate to area. 

Although our efforts have been going on 
for more than two years, we feel we are just 
beginning. We have experienced enough 
irritation from members of our own group at our 
slowness and at our fumbling with unfamiliar 
materials that we have come to sympathize 
greatly with the Census Bureau and other 
organizations that are delayed in the processing 
of eagerly awaited data. Frustration, failure, 
procrastination, and sheer stupidity among our 
own ranks has taught us humility. We shall not 
soon master the necessary techniques for process- 
ing and analysis of such a flood of data but 
there is an encouraging acceleration in our 
efforts. 

Furthermore, we are even more convinced 
that cooperation among institutions and the 
establishment of non -profit and semi - public data 
centers are essential to the proper exploitation 
of census and other materials. One of the great 
failures of social science research is the lack 
of replication of studies in other places and 
for different times. We believe that more 
research per dollar and per scientist -year can 
be obtained through the kind of cooperation we 
have initiated and that it can be done better 
and more quickly. We are moving to institute 
fellowships and summer research opportunities. 
In cooperation with two different universities 
we have now produced two Ph.D.'s and we have 
brought students from a number of instiutions 
into our ongoing research. We expect to 
cooperate with the graduate schools of our 
member universities in providing data and 
facilities for students who will work with our 
help but under the direction of their own 
faculty committees. 

Finally, we are encouraged enough by 
results to date to recommend the establishment 
of regional centers for the receipt and process- 
ing of data tapes. The kinds of data we have 
described will multiply far faster than the 
persons who can process and analyze them, or even 
find them. All too often the establishment of a 
computer center and the turn toward magnetic 
tape has slowed down research and increased 
expenses, rather than the reverse. We have never 
been so much in need of guides to available 
materials, of methodological studies of 
particular sets of data, and of the development of 
quick and rapid processing. As social scientists, 
we should follow the lead of the physical 
scientists to combine the efforts of Big Science 
with the furtherance of individual research. 



Footnotes 

Paper presented at the meeting of the 
American Statistical Association in Montreal, 
August 1972. 

-M. J. Bowman in Mark Blaug, Economics of 
Education, Volume I. Cambridge, Cambirdge 
University Press, 1968, pp. 114 -115. 
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DISCUSSION 

A. Ross Eckler, Consultant 

Dr. Taeuber, the organizer of this 
session, is to be commended for planning 
a well balanced program covering an 
important, but often neglected stage in 
the production of statistics, a modern 
data delivery system, and the creation of 
a mechanism outside the government for 
utilizing more of the products of a 
national census. If I may shift the order 
to proceed from production through final 
use, Mr. Waksberg has reported on the plans 
for evaluating the 1970 Census of Population 
in the United States, work which I regard 
as the final stage of the production of a 
census. Dr. Murphy has told us about the 
means for the delivery of data in various 
forms from the 1971 Census of Canada. And, 
third, Dr. Lee has described a cooperative 
effort to establish a mechanism for the 
fuller utilization of material from the 
United States Bureau of the Census as well 
as other agencies. 

These papers relate to one another so 
well that it is easy to forget that they 
are based upon the work of two different 
countries. Indeed, the papers furnish a 
good example of the principle of inter- 
changeable parts. If Waksberg's paper had 
been presented by his Canadian counterpart, 
and Murphy's by his U. S. counterpart, the 
story would have been much the same, 
illustrating the effect of the long -con- 
tinued'close working relationships and 
interchange between Canada and the United 
States. This would not be equally true 
for the paper presented by Lee. In this 
case, differences in the scale of operations 
and in the resources available to users 
favor the earlier development of such a 
cooperative effort south of our common 
border. 

A further reason for starting with 
Mr. Waksberg's paper is to be found in my 
own professional interest in evaluation of 
the quality of statistical data, as 
expressed in meetings of the International 
Statistical Institute beginning in 1951. 
The subject is one, moreover, with theo- 
retical ramifications of considerable 
interest to many statisticians. 

Dr. Taeuber's reference fo President 
Washington's concern about the quality of 
the 1790 enumeration may have erroneously 
suggested a continuing attention to this 
problem. The fact is that for most of the 
long history of census taking in the 
United States, there has been an official 
tendency to take for granted that "if it's 
in the Census, it's right." One break in 
the long period of neglect - unfortunately, 
not benign - was that provided by General 
Francis A. Walker, Superintendent of the 
Censuses of 1870 and 1880. About one 
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hundred years ago, General Walker, in words 
that might well have been written today, 
referred'to'the duty of producers of 
statistics to be candid about their short- 
comings, even though as a consequence, the 
results of a census might receive less 
credit. However, his point of view was an 
exception to the prevailing one, and it 
was not until the midforties that the 
first post- enumeration survey was under- 
taken by the Bureau of the Census. Since 
that time it has been the standard practice 
of the Census Bureau, and of many other 
statistical agencies, including Statistics 
Canada, to regard the provision of measures 
of error in a census or survey as part of 
the task of production. 

I believe that Mr. Waksberg's agency 
deserve much credit for introducing and 
maintaining this tradition of conceding 
the existence of errors, and seeking 
measures of their size and nature. Never- 
theless, I am disappointed that we were 
not given more information on the quality 
of the 1970 Census. While it is true that 
the results of evaluation of the censuses 
prior to 1970 were delayed until well after 
the completion of other work, I had hoped 
that by the time of this meeting, about 
two and one third years after the date of 
the census, there might be provided a 
substantial amount of information about 
quality in 1970. Let us recognize that a 
great deal of work has been going on at 
the Census and hope that the completion 
of the evaluation task will be regarded 
as a high -priority undertaking. 

Mr. Waksberg's report on coverage, 
based on earlier work by Jacob Siegel, was 
that underenumeration in 1970 had declined 
fractionally from the level for the 
preceding census. The improvement would 
have been about twice as great if the age - 
sex -color composition had remained 
unchanged over the decade. I would note 
also that the enumeration in 1970 took 
place after a bitter conflict which could 
easily have led to higher rates of under - 
coverage in 1970, except for the changes 
introduced in that year. 

From my observation of the series of 
evaluation programs beginning in 1945, I 

am impressed with the increasingly 
sophisticated character of these under- 
takings. They provide a great number of 
different measurements, intended, as 
Waksberg has pointed out, to determine the 
effectiveness of the new 1970 procedures, 
to obtain another round of readings on the 
components of mean square error of important 
census statistics, to solve some problems 
of evaluation left from the 1960 work, and 
to pursue more intensively the correlates 



and causes of error in census statistics. 

Over the years in which the evaluation 
of censuses has been undertaken, there 
have been marked shifts in the relative 
emphasis given to the various parts of the 
evaluation program. For example, much less 
attention is now given to the reinterview 
survey as a means of determining the 
amount of error in a census. With the 
recognition that this device is subject 
to shortcomings similar to those of the 
original interview, dependence is now 
placed upon the analysis of demographic 
characteristics as a means of estimating 
overall undercoverage. The reinterview 
survey is retained, to be sure, but mainly 
to measure coverage of housing units and 
response variance. 

Record matches are being employed to 
a greater extent than ever before, one 
of the major uses being to give a measure 
of reporting bias. The matches include 
many different files, such as Medicare 
registrants, motor vehicle registrations, 
Internal Revenue Service returns, 
expenditures for utility services, and 
prices received for houses sold. Each of 
these is used to provide evidence on the 
bias of one or more items in the census. 

I was particularly interested in the 
report on the results of comparisons 
between the Current Population Survey and 
the Census. In the current comparison, 
as was the case ten years ago, the two 
sets of data were in quite close agreement. 
The situation was quite different in 1940 
and 1950. In both those years, the census 
unemployment figures were significantly 
lower, even though the totals for the 
employed were in quite close agreement. 
The lower census figures for the unemployed 
were explained on the basis of the omission 
of considerable numbers of unemployed by 
the Census enumerators, who failed to ask 
all of the questions needed to identify 
certain types of unemployed. The most 
generally accepted explanation of the 
better agreement in 1960 and 1970 is that 
most of the population were given a chance 
to classify themselves, so that the numbers 
classified as unemployed more nearly 
equalled those obtained by the trained 
enumerators in the Current Population 
Survey. 

Dr. Murphy's excellent paper describes 
an area of census work where changes have 
been unusually great in the past 20 years. 
After the 1951 Census in Canada, it was 
probably true that the great majority of 
all uses of the census depended upon the 
printed volumes, and relatively few upon 
Other types of output. Even after the 1961 
Census, if one may judge from experience 
in the United States, the amount of infor- 
mation provided in other than printed form 
was still not great. By 1971, however, the 
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situation has changed sharply, with so many 
users having access to computers. 

Nevertheless, it is at first surprising 
to hear that 90 percent of the prepared 
tabulations for the 1971 Census of Canada, 
the equivalent of 3,800,000 pages, will be 
in the form of micro -film, micro- fiche, or 
summary tapes. Even if only 10 percent is 
in conventional published form, the 
resulting 380,000 pages will be double that 
made available in the United States. The 
requirements for bilingual presentation in 
Canada would appear to explain only a small 
part of the difference. 

I should like to commend Dr. Murphy 
for his statements on the responsibility 
of a dissemination program to give a 
description of the collection and processing 
procedures as they affect the data. He 
notes particularly that the imputation 
procedures may have a significant impact 
upon the results for very small areas, such 
as enumeration areas. I have wondered, 
therefore, whether his office plans to 
provide counts of the numbers of imputed 
cases for enumeration areas. Along similar 
lines, he has referred to plans to have 
the Dictionary eventually include measures 
of root mean square error. I raise the 
question as to how soon this will be done, 
and as in the case of the United States, 
would hope for all possible speed in 
getting out these measures, since providing 
information on the size of error should be 
regarded as an integral part of the 
production process. 

Dr. Murphy has referred to three forms 
of publication: first, summary data; second, 
individual records, presumably with area 
detail deleted; and third, individual 
records manipulated so as to avoid disclosure. 
However, relatively little has been done 
apparently in the release of information 
under the second and third categories. In 
the United States, a great amount of infor- 
mation has been released in the form of 
individual records, so that we shall be much 
interested in the safeguards for such work 
adopted by the Canadians, who because of 
the smaller size of the country have a 
correspondingly greater problem in protecting 
confidentiality of individual records. 

Dr. Murphy has told us of the great 
volume of preplanned publication tables 
which are listed in a new document called 
the Tabulation Directory. However, there 
will be some needs for tabulations not 
included in the Directory, and for these 
special work is required. I was particularly 
interested in his brief description of what 
might be called a "do -it- yourself" 
tabulation program in which the user willing 
to spend a little time in learning the 
system can use a special language called 
TARELA for a program designated as STATPAK. 
The need for this approach may be greater in 



Canada than in the United States, where 
there are many summary tape centers to 
bridge the gap between the central office 
and the isolated user. 

Finally, in Dr. Lee's interesting 
paper, we have a description of one kind 
of organization that has developed in the 
United States to serve needs that could 
be met only with considerable difficulty 
and delay by the Census Bureau. In 
Canada, where the provincial statistical 
systems are considerably stronger than 
their counterparts in the States, the 
corresponding decentralization of service 
to the public may take place in the 
provinces. 

The potential services to be rendered 
by an organization such as Dr. Lee has 
described are quite great. It has been 
estimated that business has utilized no 
more than ten percent of the useful 
products of a decennial census, and there 
is little reason to believe that the 
academic and research users have done 
much better. 

I recognize that I am less sensitive 
than I used to be to criticism of the 
Census Bureau, but it seems to me that 
the attitude toward the Bureau is more 
tolerant than it used to be. Indeed, the 
relationship between the organization 
described by Dr. Lee and the Census Bureau 
is described in a manner quite sympathetic 
to the Bureau. Occasional references 
are made to census errors and delays, but 
always in a context recognizing the size 
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of the task of getting out census tabula- 
tions and tapes. 

Dr. Lee's reference to the role of 
"Big Science" in the field of research 
and training seems to be well justified. 
The tapes at the data center of the Oak 
Ridge National Laboratory include all of 
those from the 1970 Census, as well as 
tapes from the 1960 Census, the Social 
Security 1% sample, County Business 
Patterns, the Census of Manufactures and 
a series of files from individual research- 
ers. The development of appropriate 
software to use with these resources and 
of cooperative relationships with a 
number of social and physical scientists 
makes this new Center unusually promising 
for demographic research making use of 
new tools now available to social 
scientists. 

One can wholly applaud Dr. Lee's 
statement that cooperation among 
institutions and the establishment of 
non - profit and semi -public data centers 
are needed for the proper exploitation 
of census materials. But the costs for 
many undertakings will be relatively high. 
There will be false starts and it will be 
necessary to write toff some large outlays 
that fail to meet the expectations of 
their sponsors. But the potential yields 
are very great also, and we can be glad 
that organizations like the Oak Ridge 
National Laboratory have both the 
resources and the resilient attitude 
necessary to realize the research 
potentialities. 



MANPOWER CHARACTERISTICS SYSTEM 

Robert W. Cain, National Science Foundation 

Introduction 

The National Science Foundation continually 
examines the needs for information on scientists 
and engineers, the data being collected, and the 
means used to collect such information. On the 

basis of this continuous review the Foundation 
has designed data collection systems, which seek 
to obtain the most comprehensive and reliable 
information for the least cost. The National 
Register of Scientific and Technical Personnel 

was a part of this system. While it was always 
realized that the use of the data collected 
through the Register mechanism was limited be- 
cause of the uncertainties introduced by a rela- 
tively large non -response rate, it became in- 
creasingly apparent that the operation of the 
National Register was too costly. Furthermore, 
it became evident that the corollary objective 
of the Register of acting as a locator of scien- 
tific and technical personnel in times of nation- 
al emergency could no longer be justified. 

Therefore, the President's budget for FY 
19721/, as submitted to the Congress, recommended 
the "discontinuation of the National Register of 
Scientific and Technical Personnel in its pres- 
ent form." It was further recommended that funds 
be appropriated "to allow for the development of 
alternative mechanisms for obtaining required 
information on scientists and engineers, ---." 
In addition, the Foundation with the request for 
FY 1972 funds was to "examine new methods of 
making scientific and manpower analyses." 

The National Register of Scientific and 
Technical Personnel had the following features: 
The information was collected from individual 
scientists and engineers; data could be secured 
directly on the personal and professional charac- 
teristics of these persons; the information on 

individuals could be processed with a flexibility 
impossible in systems collecting only aggregate 
data and; it provided a capability for longitudi- 
nal analysis of matched individuals. 

The Register, though, was only a part of the 
scientific and engineering manpower data program 
within the Federal Government. Several other 
programs exist. Some of these are supported 
and /or directed by the Foundation; others are 
operated independently by other agencies with 
their output being used by NSF. These programs 
primarily involve collections of information 
from employers of scientists and engineers and 
produce summary information on the numbers em- 
ployed and functions in which they engage. How- 

ever, these types of collections do not provide 
a capability to collect detailed data on indi- 
vidual scientists and engineers, such as age, 
level of degree, work experience, or scientific 
specialty, primarily because in most instances, 
employers generally do not maintain records on 
such subjects and because they are usually not 
willing to provide anything but aggregated infor- 
mation. Thus, this method of collection does not 
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provide a capability to obtain data on matched 
individuals for longitudinal analyses. 

Determination of Needs for Data on Scientists 
and Engineers 

The determination of needs for data must be 
based on the specific or stated and as well the 

anticipated requirements of policy or decision - 
makers, both within and outside the Government. 
Such information also serves the requirements of 
persons desiring information for the analysis of 

technical manpower issues and problems. These 
needs for data vary by sub -group of the science 
and engineering population, such as level of 
educational attainment (doctorate and nondoctor- 
ates), sector of employment (education, Govern- 
ment, industry, etc.), and activity (R &D, etc.). 
Thus, various data elements are essential for the 
analysis of a given subject at a given point in 
time. Furthermore, a data collection system 

must incorporate the capability to supply need- 
ed information on a continuing basis. The mecha- 
nisms selected, however, need not provide for the 

continuous collection of any given data element. 
Rather, specific elements can be obtained at 
various time intervals from a given sub -group of 
the population with some elements collected more 
frequently than others. 

NSF examined the data elements formerly in- 

corporated in the Register operation from the 
standpoint of use and reliability. Other data 
elements, not previously collected through the 
Register, were also examined in terms of essenti- 
ality both for decisionmakers and other users. 
Also, reviewed were previously stated needs for 
information as expressed in requests of various 
bodies, such as the Congress, the National 

Science Board, the Executive Office, other NSF 
units, etc. These examinations indicate that 
two general classes of data elements can be set 
forth: Essential Needs --that is those elements 
which are needed on a more or less continuous 
basis from all subgroups of the science and engi- 
neering population; and Lesser Needs --those ele- 
ments which might be collected less frequently or 
only from one or more subgroups. Essential Data 
Needs include: age, sex, level of degree, employ- 
ment status, types of employer, program employ- 
ment, work activity, Government support, field or 
specialty, annual salary, and postdoctorate 
status. Lesser Data Needs include: citizenship, 
student status, total professional income, work 
experience, and secondary school education. 

Development of Alternative Systems 

The development of alternative mechanisms to 

the National Register was undertaken by the 
National Science Foundation on the basis that 

these mechanisms should supply selected data on 
representative samples of individual scientists 
and engineers in the absence of the Register and 
be responsive to the development of an adequate, 
timely, and relatively comprehensive manpower 



data system. 

Possible alternative systems were realisti- 
cally circumscribed by such requirements as: (1) 

The information provided must be truly repre- 
sentative of a defined population (or popula- 
tions); (2) The information collected must 
include at least the "Essential" Data elements 
required by policy makers; and (3) the infor- 
mation should be obtained and analyzed in the 
most efficient means possible, and preferably at 
a cost less than that of the National Register. 
The cost criterion also dictated that any pro- 
posed new systems be based on existing ones. 

Manpower Characteristics System 

These principles led to the identification 
and examination of several alternative ap- 
proaches in terms of practicality of collection, 
coverage, costs, flexibility, and so forth. 
After consideration of these alternatives, the 
following one was selected as the appropriate 
approach. This approach now called the Manpower 
Characteristics System consists of three sepa- 
rate and specific mechanisms or systems: A 
Comprehensive Doctorate Roster, based on the 
existing National Research Council efforts; a 

continuous periodic collection from a National 
Sample of Scientists and Engineers based on the 
1970 Decennial Census; and Surveys of Nondoctor- 
ate Entrants to Science and Engineering, based 
on the present surveys of undergraduates con- 
ducted by the American Council on Education. 
This combination of collections will permit 
detailed periodic coverage of doctorates, as 
well as relatively adequate coverage of the 
total science and engineering population and 
the critical new entrants. Though each of the 
subsystems consists of periodic collections of 
data from individual scientists and engineers, 
it will not be possible to match or integrate 
specific individual scientists and engineers 
across the subsystems, because of the confi- 
dential nature of the records. However, it will 
be possible to integrate and analyze data on 
separate cohorts or populations. 

The three separate parts of the Manpower 
Characteristics System are presently in varying 
stages of development as follows: 

Comprehensive Doctorate Roster. The Office 
of Scientific Personnel of the National Research 
Council is now proceeding under contract with the 
National Science Foundation to develop a Compre- 
hensive Doctorate Roster. Over many years, the 
Council with the support of the Foundation, and 
several other Federal agencies, has maintained a 
Doctorate Record File. This file consist of in- 
formation collected from each person receiving an 
earned doctorate, including data on personal 
characteristics, educational background, and 
career plans. One of the first stages of the 
development of the Roster will be to collate this 
file of information with the records on doctor- 
ates contained in the several biennial (1954 to 
1970) registerations of the National Register. 
Data on persons earning a doctorate from other 
than U. S. institutions and presently employed 
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in the United States will also be assembled. 
Using these sources, a universe of doctorates 
will thus be established. Under this plan, the 
Foundation hopes to have by the fall of 1972 a 
file containing the names, activity status, and 
current address of as many of the estimated 
190,000 doctoral scientists and engineers as can 
be reached. Once established, the Comprehensive 
Doctorate Roster will be maintained on a current 
basis with respect to the inflow of recipients of 
newly awarded doctorate degrees from U. S. univer- 
sities (to foreign and U.S. citizens). In addi- 
tion, efforts will continue on including persons 
(U.S. and foreign citizens) receiving doctorates 
from foreign institutions and employed in the 
United States. 

The Roster will then be available for gener- 
al and special purpose data programs as needed. 
Without anticipating all uses of this resource, 
the operation will include routinely an annual 
survey of newly awarded doctorates, taken about 
a year after the award and covering the nature 
of post -award activity (other pertinent data will 
be available from the Doctorate Record File); a 
biennial collection of Essential Data from a 
cross -section sample of the entire science and 
engineering doctorate population, as well as a 
biennial updating of mailing addresses of the 
doctorate population. Additional data elements 
will be included as the need arises. 

National Sample of Scientists and Engineers. 
The 1970 Census of Population collected infor- 
mation on the education, occupation, industry of 
employment, and other characteristics of a 20 -per- 
cent sample of the entire U.S. population, in- 

cluding approximately 125,000 scientists, 240,000 
engineers, and about 2.7 million persons with 
four or more years of college. This information 
will provide benchmark data on the science and 
engineering population, as it existed in 1970. 

The Foundation is presently supporting a 
Postcensal Survey of Scientific and Professional 
Manpower directed at a 100,000 -case subsample, 
drawn from the Census 20- percent sample, of per- 
sons in science and engineering occupations and 
persons with four or more years of college. The 
project is being carried out by the Bureau of the 
Census. The actual collection of detailed infor- 
mation took place in spring and summer 1972 and 
obtained 1970 and 1972 information to provide a 
more comprehensive picture of the 1970 science 
and engineering work force. (Mr. Seltzer will 
describe this project in greater detail). 

In addition, the Foundation has supported 
the Bureau of the Census in obtaining an addi- 
tional sample of 50,000 cases from the Decennial 
Census. These additional cases were surveyed in 
early summer of 1972 to obtain new addresses and 
selected items of data. Information collected 
from the two samples selected from the 1970 
Census (100,000 from the Postcensal Survey and 
the additional 50,000 cases) will be examined 
using a set of screening criteria (age, level of 
education, and employment) to establish an ad- 
justed science and engineering population. This 
population will then be used as the foundation 



for a series of periodic biennial examinations 
of the total science and engineering work force. 
Additional benefits accruing from the larger 
size sample include greater flexibility in cross 
tabulative data and an improvement in reliabili- 
ty, especially for smaller cells. 

Survey of New Additions of Nondoctorates. 
An adequate collection of information on the 

scientific and engineering workforce must in- 
clude data on persons entering the work force 
for the first time -- primarily new graduates.The 
collection of such information is particularly 
important, as a supplement to the 1970 popula- 
tion of scientists and engineers obtained from 
the Census. The proposed comprehensive Doctor- 
ate Roster will provide a system for obtaining 
needed information on newly- awarded doctorates. 
However, a substantial data gap will exist on 
new entrants at the bachelor's and master's 
degree levels. Only a minority of those re- 
ceiving science baccalaureates directly enter 
science activities; however, a sizeable pro- 
portion of new engineering graduates enter engi- 
neering. Many new baccalaureates enter graduate 
training (though not always in science or engi- 
neering fields), some enter other careers (high 
school teaching, non -technical fields, and even 
technician jobs), and some (mainly women) do not 
enter the labor force. At the master's degree 
level similar patterns exist,. Few surveys have 
been undertaken to obtain information on the 
activities of new graduates, particularly below 
the doctorate level. 

A basic system exists for obtaining infor- 
mation on new baccalaureates --the American 
Council on Education's longitudinal survey of 
college freshmen. Each year since 1966, a cohort 
of new freshman has been established and a series 
of follow -up surveys conducted on their under- 
graduate careers. 

In mid 1972, the American Council on Edu- 
cation was awarded a development contract to 
develop a system of obtaining information on 
baccalaureates in science and engineering. The 
surveys of nondoctorate entrants will be based 
upon the cohorts of freshman sureyed each year 
by the American Council on Education. The goal 
of this part of the system include a series of 
continuing alternate year follow -up surveys of 
these freshman after graduation to determine 
trends in the career and educational patterns of 
new baccalaureates. These surveys will be 
carried out through the 1970's as a series of 
overlapping annual collections, including, 
coverage of a new cohort every two or three 
years, and on the alternate years coverage of a 
new cohort every two or three years, and on the 

alternate years coverage of preceding classes 
at 2, 3, 4, etc., years after graduation, in- 

cluding after several years coverage of a class 
of which a substantial proportion had earned a 
master's degree. Experience gained after sever- 
al of these surveys could lead to a variation in 
this pattern. 

In FY 1972 and FY 1973, a considerable 
amount of effort will be expended on the 
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development of these systems. In later years, as 
the systems mature, it will be necessary to con- 
tinually carry out systems research and evalu- 
ation involving reexamination of the techniques 
of collection, methodology of analysis, and 
identification of subtle biases. For example, 

it is already realized that the method of col- 
lecting information on new nondoctorate entrants 
was chosen because a system existed which could 
be adapted to these purposes within the resources 
available. However, some new entrants will be 

missed, including non -degree and foreign scien- 
tists and engineers. It is hoped that the 
systems research activity will develop means to 
correct these shortcomings and identify other 
subtle biases arising out of new circumstances. 
To these and similar ends, a limited program of 
research and development on these subjects is 
proposed. A series of small projects will be 
designed to be carried out annually beginning in 

FY 1974. 

Thus, the three separate, but interrelated, 

parts of the Manpower Characteristics system are 
being established to provide a continuing mecha- 
nism for collecting and analyzing information on 
the science and engineering population of the 
United States. It has all the features of the 
Register described above -- collection of personal 
and professional information from individual 
scientists and engineers, which can be processed 
on a single time and on a longitudinal basis. 
Furthermore, the information obtainable from the 
system will be more truly representative of de- 
fined populations, will include essential data 
elements, and can be provided with less resources 
than the Register. 

Office of Management and Budget, Special 
Analyses Budget of the United States, Fiscal 
Year 1972, p. 89. 



THE 1972 POSTCENSAL SURVEY OF PROFESSIONAL SCIENTIFIC AND TECHNICAL MANPOWER 

Norman Seltzer, National Science Foundation 

The need for meaningful data on a Nation's 
resources of all types of manpower has become 
more urgent in recent years as Government (at 

all levels) has become more involved in the 
planning, funding, and evaluation of many eco- 
nomic, educational, and scientific policies and 
programs affecting all sectors of the economy. 
It is generally taken for granted today that the 
stock of trained scientific and technical person- 
nel in the U.S. is one of the controlling and 
essential resources determining scientific and 
technological activity for economic growth, tech- 
nological change, and the advancement of know- 
ledge. Furthermore, scientific and technical 
manpower has, over the past decade, assumed a 
national and international importance far be- 
yond its numerical size. 

In pursuit of more meaningful information 
about this resource, the NSF decided that the 
1970 Census of Population presented a once -in- 
ten years opportunity (as it did after the 1960 
Census) to obtain on a nationwide basis a large 
array of detailed information on high level man- 
power. 

In the 1970 Census of Population, 20 per- 
cent of the enumerated population supplied in- 
formation on labor force status, occupation, and 
level of education (i.e., number of years of 
schooling completed). Utilizing this 20 percent 
sample, the Foundation planned (with the coopera- 
tion of the Census Bureau) to exploit this com- 
prehensive source of information by surveying in 
detail two sample populations of persons in the 
civilian labor force: (1) those classified in 
the Census in scientific,engineering, technical, 
and related occupations, and (2) those with 4 

or more years of higher education (post -H.S.) 
regardless of current occupation. This project 
provides the opportunity to obtain, in much 
greater detail than would be available from the 
regular Census, data on occupations, functional 
activities, types of employment, formal education 
and supplementary training, salary, and mobility, 
and the relationships among these various charac- 
teristics. 

Broadly speaking, the Postcensal Project 
provides three main inputs to assessing our 
scientific and technical manpower resources: 

(1) A nation-wide inventory of the charac- 
teristics of U.S. manpower resources, employed 
and /or trained in scientific, engineering, and 
technical fields; 

(2) Insights into the career patterns of 
the scientific, engineering and technical man- 
power resources as related to education and 
training and other demographic variables for var- 
ious cohort groups; and 

(3) A comprehensive and basic statistical 
benchmark for evaluating and reconciling data on 
scientific and technical manpower obtained from 
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a variety of sources. 

The postcensal survey also provides the op- 
portunity to obtain two unique sets of infor- 
mation not available from other sources: 

(1) Detailed data representing the entire 
work force of natural and social scientists, 
engineers, and technicians currently employed 
for all sectors of the economy at a specific 
point in time. 

(2) General information representing the 
entire college- educated population (i.e., four 
or more years of college education) regardless 
of current occupation at a specific point in 

time. 

A brief review of some of the substantive 
outputs to be obtained through this project 
follows: 

To begin with, because in the 1970 Census 
schedule, the amount of information available 
pertaining to a person's occupation and work 
activities is quite limited, an attempt is 
being made to obtain some insight into the ex- 
tent to which interdisciplinary work in science 
and technology has resulted in persons classi- 
fied as engineers working in an area of the 
physical or life sciences, physicists concerning 
themselves primarily with some aspect of the 
medical sciences, or mathematicians calling phy- 
sics their present field of work. 

Another equally important area of job infor- 
mation is the activities or duties that are actu- 
ally performed; that is, what do people classi- 
fied in professional and technical occupations 
"really do" in their jobs. Although we may have 
some indication that a certain number of engi- 
neers may be involved in "research ", what the 
varied job requirements or duties of these per- 
sonnel are, has not been too well known. For 
some, this may mean that aside from engaging in 
research, the job may entail supervising a team 
of other professional personnel, and writing 
technical reports; for others, there may be 
sales duties, and making estimates of markets for 
new products. For persons in other occupations, 
there are of course a similar wide range of 
activities which make up the different types of 
jobs in which such personnel are engaged. 

If our knowledge in the past concerning the 
current employment and job activities of pro- 
fessional and technical personnel had been 
limited, this has been even more so about the 
process over time by which cohorts of such highly 
trained persons are allocated to various jobs 
and employers, the career paths which may 
characterize different groups, and the movement 
of scientific and technical personnel between 
various types of employers, occupations, and 
work activities. Insights into this complex 
area would be helpful in dealing with an assort- 



ment of problems including the one that policy 
makers always want a definitive answer to --the 
supply and demand of scientific and technical 
personnel. To this end, detailed information on 
employment and work activities has been obtained 
for the most current job and the two prior jobs 
held as well as for the entry job into the 
labor force. It is obvious, of course, that 
such information cannot encompass complete work 
histories but it should provide a broad over- 
view of mobility patterns. It will be possible 
to analyze many factors in relation to changers 
and non - changers among the various occupational 
group. 

What insights can be provided by such data? 
The past decade, up to the present time, has 
been marked by, among other things, changes and 
shifts in emphasis in vast Federal Government 
expenditures for research and development, a 

build -up and cut -back of activities in both 
government and industry for the space and de- 
fense programs, an increase in existing as well 
as new programs for medical and health research, 
more emphasis on the development of new products 
in many technologically -oriented industries, 
and a considerable expansion and then leveling 
off of educational facilities to accommodate 
the influx of new students and provide for on- 
going research programs. Against this back- 
ground, the recent mobility data will provide an 
evaluation of the movement between employers, 
jobs, activities, and geographic locations. For 
example, have more scientists been moving from 
academic employers to industrial jobs than vice 
versa? Are a greater proportion of engineers 
concerned with administrative or supervisory 
duties than heretofore? Are certain industries 
attracting a higher proportion of the mobile 
personnel? Does there appear to be a shifting 
or upgrading of persons in non -professional jobs 

(i.e., the technician occupations) to profession- 
al occupations? To what extent have these var- 
ious movements among occupations, employers, 
functions, etc., resulted in substantial shifts 
geographically? 

By going back to the entry point for job 
histories, it may be possible to establish typi- 
cal and variant career histories for specific 
occupations and occupational groups, for respon- 
dents with specific levels and types of train- 
ing, and for those with certain demographic 
characteristics. 

Several additional items of employment and 
labor market interest on which data is being ob- 
tained relate to reasons for changing jobs, how 
these persons acquired their different jobs, 
whether their work was supported or sponsored 
by Government funds, and levels of salary and 
income. 

In the area of training, a considerable 
amount of detail was sought on various facets of 
both formal education and informal types of 
training. By and large, persons in the occupa- 
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tions covered in this survey have a fairly high 
level of training, especially when compared to 
the general population. Requirements for em- 
ployment in these scientific and technical oc- 
cupations generally require this background- - 
even more so in the past few decades. 

To begin with, since information on train- 
ing has been obtained as of 1972, it will be 
possible to update the Census occupational in- 
formation on number of years of formal training 
completed. However, the primary interest lies 
beyond this data, in that we want to determine 
some of the specifics of higher education obtain- 
ed in relation to subsequent employment, and 
data was therefore requested on major fields of 
study for different types of degrees granted, 
where appropriate. In addition, because of the 
general knowledge that a substantial amount of 
training takes place outside of the formal edu- 
cational system, inquiry was made about informal 
types of training received, such as company 
training programs, military training applicable 
to civilian occupations, home study correspon- 
dence courses, etc. 

Some of the more apparent uses of this 
information includes: a detailed description of 
the formal education and training of persons in 
various professional, scientific, and technical 
occupations; an analysis of current occupation 
and work activities as well as overall job his- 
tories in relation to major fields of study at 
both undergraduate and graduate levels; the 
extent to which persons are employed with less 
than a college in professional occupations, and 
what types of informal training as well as ex- 
perience may have contributed to their attaining 
such positions; and, an analysis of the personal 
and other background characteristics of the re- 
spondents to determine whether any insight can 
be obtained regarding differences in levels of 
training and subject matter studied. 

Last (but not least), for these occupational 
groups, information was sought on background 
and personal characteristics both to supplement 
data available from Census and other sources and 
as factors to relate to data obtained in the 

areas dealing with employment and training. 

As indicated previously, a sample of the 4- 
year college group was surveyed (outside of the 
target occupations) from whom similar information 
was obtained in order to provide a general ana- 
lysis of the Nation's college- educated population. 
Insights are being sought on the extent to which 
persons trained in scientific and technical 
fields were, in 1970 (or beyond), working in 
occupations seemingly unrelated to this training; 
the same for persons who started their careers 
in scientific and technical occupations and 
were employed elsewhere in 1970, and finally, 
despite present conditions, what potential might 
exist for reemployment in scientific and tech- 
nical fields. 



It should also be mentioned here that with 
all of the information being obtained in this 

study, there exists the possibility of develop- 
ing manpower models using multiple regressions 
and similar techniques which would enable us to 
relate data on income to other factors such as 
age, education, industry, geographic location, 
activities, etc. One additional and important 

note relating to the problem of occupational 
information remains to be mentioned. Because 

data on scientists, engineers, and technicians 
have been obtained over the years from various 
sources (i.e., individuals' self- reporting, 
employer surveys, household surveys, etc.), it 

has been difficult to reconcile the different 

counts obtained for persons in such occupations. 
Using the postcensal data based on the Census 
nation -wide occupational sample, it is our 

intention to redefine the populations in the 
target occupations employing various criteria 
which will combine such reported items as oc- 

cupation in different jobs, self -identification 
in terms of education and experience, level of 
education attained, fields of study, current 

national society membership, and valid profes- 
sional licensure or registration. For example, 

in the case of engineers, whereas the Census 
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categorized as such only those currently working 
as engineers, or in the case of the unemployed 
those last working as engineers, we will use the 
aforementioned criteria to estimate different 
engineering populations for specific points in 
time. This will entail eliminating some persons 
originally identified as engineers by Census 
(drop- outs), and transferring into the engineer- 
ing group some persons originally classified in 
the other occupational groups or in the broad 
college- educated group (drop -ins). With newly 
estimated populations in hand, various inven- 
tory and analytical tabulations will be obtained. 

In closing, the body of information to be 
obtained in the Postcensal Survey will be sub- 
stantial, however, the requirement for timely 
answers to manpower questions and problems con- 
tinues to grow. Data collection and analysis 
of scientific and technical manpower issues 
will continue to face greater challenges in'the 
years ahead. The growing awareness of the need 
for better information on these resources are 
increasing, and it is anticipated that the post - 
censal survey results will provide a meaningful 
base for future work. 



THE CENSUS ROLE IN SCIENTIFIC AND TECHNICAL MANPOWER. PROGRAMS FOR THE 70'S 

C. L. Kincannon 
Social and Economic Statistica Administration, Bureau of the Census 

INTRODUCTION 

The extensive data needs of the National Sci- 
ence Foundation and the proximate universality of 
the Census of Population as a classifying device 
are the underlying circumstances engendering a sup- 
porting role for the Bureau of the Census in the 

Foundation's statistical programs for scientific 
and technical manpower in the 19701s. In brief- 
est summary, the Bureau's role is to use the Census 
of Population as adevice to focus on the particu- 
lar groups in the population in which NSF is in- 
terested, then expand the amount of information 
available by a specialized follow -on survey and 
finally to extend the data through time by periodic 
recanvassing of the same population. The task of 
identifying these particular population groups and 
expanding the amount of information available for 
them comprises the Postcensal Manpower Survey (PMS) 
The task of extending the availability of data 
through time will be the function of a series of 
annual or biennial science and engineering man- 
power surveys. 

A single sample selection process served both 
these tasks by selecting a sufficient number of 
cases (designated as Sample I) to meet the needs 
of the Postcensal Manpower Survey and by simulta- 
neously selecting, for specified occupations, an 
equal number of cases (designated as Sample II) 
for use in maintaining sufficient panel size for 
periodic recanvassing. The components of the sam- 
ples are shown in List A. Both Samples I and II 
were canvassed in approximately the same span of 
time, and comparative data on response rates are 
presented in table 2. However, the focus of this 
paper is on the procedural and methodological as- 
pects of the Postcensal Manpower Survey, and com- 
ment on the work connected with Sample II is lim- 
ited chiefly to salient differences between the 
purpose and treatment of the two samples. 

POSTCENSAL MANPOWER SURVEY 

The Postcensal Manpower Survey is a large - 
scale survey addressed to persons recorded in the 
Census of Population as in the experienced civil- 
ian labor force and reported in certain occupa- 
tions or identified as having completed 4 or more 
years of college. It was designed to obtain de- 
tailed information about the occupations and ca- 
reers of these persons beyond that which is avail- 
able in the census. Of course, the individual 
information collected in the survey is held in 
confidence by the Bureau, and only statistical 
summaries are made available to the sponsor and 
the public. The survey is basically similar to 
the postcensal survey undertaken by the Bureau for 
NSF in 1962, but it does represent a major effort 
to profit by and improve upon the experience gain- 
ed in that earlier survey. The major phases of 
the Postcensal Manpower Survey are four: 

1. Design of the questionnaire and related 
survey documents; 

2. preparation of a mailing list, including 
sample design and selection, and locating the cen- 

sus questionnaire of each selected person; 
3. data collection; and 
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4. data processing, including the editing, 
weighting, and tabulation of the information sub- 
mitted on the questionnaires. 

Pretest. --A pretest of the questionnaire con- 
tent and procedures for this survey was conducted 
in Dane County, Wisconsin, in the spring of 1970. 
From the 1968 special census of Dane County, ques- 
tionnaires were located for persons in target 
scientific and technical occupations and with 4 
or more years of college, and their names and ad- 
dresses were transcribed for use in mailing the 
pretest questionnaires. The data collection phase 
comprised an initial mailing, a reminder postal 
card, and two followup mailings by first class 
postage. Selected panels of nonrespondents were 
treated to experimental followups using certified 
mail and the telephone. Returned questionnaires 
underwent clerical coding and editing and were key 
coded on magnetic tape. The resulting data tapes 
were subjected to a computer editing program, and 
item tallies were run for the purpose of evaluat- 
ing the effectiveness of the questionnaire. The 
pretest included 10,942 persons of whom 7,549, or 
68.8 percent, returned completed questionnaires. 
Comments on particular experiences in the pretest 
as they apply to the postcensal survey will be made 
under the appropriate sections below. 

DESIGN OF QUESTIONNAIRES 

Survey goals.- -The preparation of the ques- 
tionnaires and other forms to be used in the sur- 
vey involved a process of design, testing, and 
review over a period of 2 years. Two major re- 
quirements guided the development of these forms. 
First, the PMS questionnaires should obtain key 
information about scientists and engineers beyond 
that which would be available in the census. Sec- 
ond, the National Science Foundation desired to be 
able to identify persons who might be considered 
to be engineers or scientists according to defini- 
tions other than that prevailing in the census. 
The census identifies as such only those persons 
who reported themselves to be currently working 
as engineers or scientists (or unemployed or in 
the labor reserve and having last worked as engi- 
neers or scientists). Meeting this second require- 
ment, then, involved in addition being able to 
identify persons who had been trained or otherwise 
qualified in engineering and science fields. These 
goals required the addition of many questions about 
educational experience and career patterns, includ- 
ing specific degrees worked for or acquired, the 
fields of study for each of these degrees, the 
sources of financial support for academic work, 
and, in addition, information about jobs held at 
periods other than the time of the census, first 
professional job held, self-identification of ones 
profession, membership in national societies, and 
the holding of valid professional licenses. Fi- 
nally, changes in the general economic situation 
and particular dislocations in industries employ- 
ing significant numbers of scientific and tech- 
nical personnel, which occurred in the course of 
our planning, emphasized the importance of obtain- 



ing updated information on the employment situa- 
tion for highly qualified manpower in general. 

This did not require significant modification of 

the basic design of the questionnaire, for it in- 
cluded questions which permitted the determination 
of current labor force status, recent employment 

experience, incidence of part -time employment, lay- 
offs, reduction in wage rates, and pejorative oc- 
cupational changes; however, these developments 
did affect our analytical view of certain ques- 

tions. 

Sources of content. --In designing the ques- 
tionnaires, we sought to take advantage of the 

experience gained in other surveys. Certain ques- 
tions, for example, were taken from the 1970 Cen- 
sus of Population and Housing forms. These were 
mainly of two types: (1) Questions on unchanging 
characteristics (e.g. date of birth, sex) which 
were repeated to make certain that we had indeed 

obtained the questionnaire data from the intended 
person and (2) questions on characteristics which 
could legitimately change between the time of the 
census and the time of the Postcensal Manpower 
Survey (e.g., educational attainment, employment 
status, marital status). Naturally, another major 

source of questions was the 1962 Postcensal Study 
of Professional and Technical Manpower. Other 
census surveys which contributed were the 1958 
Survey of Professional Manpower, the Consumer An- 
ticipations Survey, and the Subject Response Study 
for the 1970 Census. Although not an exhaustive 
list, the following also were sources for content 
of the questionnaire: The 1968 National En- 
gineers Register and National Register of Scien- 

tific and Technical Personnel (NSF), Transfer- 
ability and Retraining of Defense Engineers (U.S. 

Arms Control and Disarmament Agency and Stanford 
Research Institute), the 1967 Professional, Scien- 
tific, and Technical Manpower Survey (Canada), and 
the 1966 Survey of Professional Engineers (United 
Kingdom). In addition, there were some topics 
which,although not appearing on any of the surveys 
which we reviewed, were added in order to contrib- 
ute to meeting the goals of the survey. These in- 
cluded questions on such subjects as receipt of 
bonuses or participation in profit -sharing plans, 
means of acquiring specific jobs, reasons for 
leaving specific jobs, and the association of 
changes in residence and changes in jobs. 

The process of questionnaire development in- 
eluded consultation with more than 2 dozen inter- 
ested parties from private organizations and such 
Government agencies as the National Institutes of 
Health, the Bureau of Labor Statistics, the Man- 
power Administration, the Office of Education, and 
the Office of Management and Budget. 

Retrospective inquiries. --At least two major 
differences between the 1962 survey questionnaire 
and the 1972 PMS questionnaire should be pointed 
out. One is the difference in handling retrospec- 
tive questions about careers, and the other is the 
method of coding and reporting industry and occu- 
pation entries. In 1962, there were batteries of 
questions dealing with the respondent's current 
(1962) employment, his employment at the time of 
the census (April 1960), and the full -time civil- 
ian job held upon reaching age 24. Because of the 
acknowledged difficulties in obtaining accurate 
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information when asking about employment at a given 
point in the past, it was decided to approach the 
topic of past employment much on the order of a 

resume; that is, we chose to ask the respondent 

to give us information about his current job (or 

his last job if not currently employed) and the 
two jobs immediately preceding it. The beginning 

and ending dates associated with each of the three 
jobs are also requested and from those it is pos- 
sible to determine occupation at a specific point 

in time (e.g., April 1970) as well as to calculate 
the duration of jobs and the periods between jobs. 

In addition, the questionnaire sent to professional 

workers also asks about the occupation and begin- 
ning date of the first full -time professional job 

ever held and the occupation and ending date of 

the last regular full -time job prior to that. The 

point of this is to more precisely determine the 
date and nature of the professional career entry 
job. 

Respondent coding of industry and occupa- 
tion.-The wording of the questions on industry 

and occupation was essentially the same for 1962 

and 1972, as both are designed to be consistent 

with Census practice. However, in 1962 the ques- 
tion was open ended; the respondent was allowed 
to enter whatever response he desired, and that 

entry was coded clerically using the techniques 
which served in the Decennial Census. In 1972, 

the National Science Foundation strongly desired 
to avoid the clerical coding step and preferred to 

have the respondent choose from a set of lists en- 

closed with the questionnaire the code which best 

described his industry and occupation as well as 
field of specialization for degrees. This proce- 
dure has the advantage of standardizing response 
and, of course, eliminates a major clerical ex- 
pense. This procedure was tried in the pretest, 
and a comparison was made of the code given to the 

respondent's occupation on the Dane County Special 
Census questionnaire and the code picked from the 
list by the respondent for the job he reported on 
the PMS pretest form as being held in April 1968. 
About 70 to 80 percent of these comparisons fell 

within the same occupational group (i.e., engi- 
neers, social scientists, etc.), and since there 
may have been differences in the actual job re- 

ported or in the descriptions rendered, this self - 

coding technique was considered to be acceptable 

for use in the national survey. 

Transmittal letters.- -All transmittal letters 

in the pretest were sent over the signature of 

Bureau officials, whereas in the national survey, 
the initial transmittal letter was sent over the 

signature of a National Science Foundation offi- 
cial with subsequent transmittal letters signed by 
Bureau officials. One rather important difference 
in the transmittal letters for the pretest and the 
national survey should be noted. Bureau adminis- 
trative regulations introduced after the pretest 
required the inclusion in the transmittal letters 
for the national survey of a specific statement 
that participation in the survey was voluntary. 
This change doubtless weakened response in the 
national survey relative to the pretest; however, 
the pretest transmittal letter clearly stated that 
the survey was a test confined to Dane County, and 
the lack of such qualifications in the national 
survey letter probably favored response. The pre- 



cise net effect of these changes on the response 

rate is not known, as we have not yet prepared a 

separate tally of response rates for Dane County 

in the national survey. 

PREPARATION OF THE MAILING LIST 

Sample design and selection.- -The sample of 
approximately 108,000 persons for the Postcensal 
Manpower Survey (Sample I) was selected from 
groups of census occupations as shown in List A. 
These 41 groups were composed of 65 target occupa- 
tions or strata defined by the Census of Popula- 
tion. 'Within each stratum, a systematic sample of 
persons was selected across all 50 States and the 
District of Columbia. The sampling frame for the 

survey was the 20- percent census sample records. 
Each record had been assigned a weight by an in- 
volved ratio estimation procedure which is briefly 
described in the 1970 Census of Population publi- 
cations. The probability of selection of a per- 
son within a stratum was proportional to this 20 
percent census weight. The selected cases were 
confined to the records of persons 16 years old 
and over and in the experienced civilian labor 
force. Persons living in group quarters were ex- 
cluded from the sample. Sample groups 1 -31 com- 
prise 54 primary target occupations, and the sam- 
ple as selected will support detailed tabulations 
of respondents' characteristics in all but sample 
group 21. Sample groups 32 -40 comprise 9 second- 
ary target occupations with a known propensity for 
persons who, by training or other qualifications, 
could be included in the primary target occupations 
under alternative occupational criteria. The sam- 
ple size for each of these 9 groups will also per- 
mit detailed tabulations of respondents' character- 
istics in all but sample group 34. The sampling 
fractions for groups 1 -40 do not differ by more 
than a factor of four, so that it will be possible 
to reclassify the respondents by alternative oc- 
cupational criteria (other than the "working as" 
concept) and tabulate the detailed characteristics 
of the resulting new groups without increasing the 
variance for a given sample group by more than 50 
percent. Sample group 41 is the residual popula- 

tion in the experienced civilian labor force re- 
porting 4 or more years of college. The size of 
the sample for this group will permit (1) the tab- 
ulation of aggregate statistics for the group and 
(2) the calculation of the aggregate number of 
persons who would be in primary target occupations 
(engineers or scientists only) if no coding errors 
were made or if alternative occupational criteria 
were applied. 

Sample groups l -40 include only persons with 
those occupations actually reported in the census. 
Persons with imputed entries in those occupations 
are in the scope of sample group 41. 

As stated above, simultaneously with the se- 
lection of Sample I for the Postcensal Manpower 
Survey, another panel of about 58,000 cases, Sam- 
ple II, was selected for possible future longitu- 
dinal surveys. Sample II was selected only from 
sample groups 1 -25 and is equivalent in size to 
Sample I for those groups. The main purpose in 
selecting the supplementary sample was to create 
a reserve to maintain sufficient panel size to per- 
mit recanvassing this population annually or bien- 
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nially to ascertain changes in labor force status 
and other characteristics. As a byproduct, it is 
also possible to combine Samples I and II and, 
for items appearing on the questionnaires for both 
surveys, produce tabulations with about half the 
variance as for either sample separately. This 
feature will be especially useful in tabulating 
unemployment rates. 

The actual sample selection was made in two 
stages: First, all in -scope records on the Census 
of Population sample detail file were stripped off 
and tallied to permit calculation of precise sam- 
pling fractions. Second, the sample was selected 
from the stripped file, and printouts (sample 
listing sheets) were prepared containing the seri- 
al numbers and necessary identifying information 
for locating the census questionnaire for each 

selected case. 

Obtaining names and addresses. --The process 
of searching for the appropriate census question- 
naire and transcribing the names and addresses for 
the PMS sample was a major component of the sur- 
vey's clerical workload, representing the expend- 
iture of more than 12,000 man -hours over a 6 -week 
period beginning in January 1972. The searching 
was done in two phases. First, all the enumera- 
tion district boxes for the indicated sample cases 
were isolated and the individual census schedule 
for each sample case was pulled. Second, the cor- 
rect sample person was identified by matching char- 
acteristics on the sample listing sheet to the cen- 
sus questionnaire. Then the sample person's name 
and address were transcribed to the sample listing 
sheet. The serial number of each case was pre- 
printed on the sample listing sheet to obviate the 
possibility of error in transcribing this number. 
It was also necessary to use address registers in 
conjunction with the census questionnaires for all 
rural areas and for selected urban areas. After 
the transcription operation was completed and veri- 
fied, the census questionnaire sample pages per- 
taining to each sample person were microfilmed for 
future research use. The serial numbers, names, 
and addresses on the sample listing sheets were 
then key coded directly onto magnetic tape; a 
check -digit feature virtually prevented error in 
keying the serial number. The resulting data tape 
comprised the survey master control file and was 
used to create mailing labels and to check in res- 
ponses. Of the original sample of 108,000 select- 
ed, Census of Population questionnaires were locat- 
ed and names and addresses were transcribed for 
almost 102,000 (94.2 percent). 

DATA COLLECTION 

Summary of response. -- The data collection 
period extended from February 17 to July 17, 1972. 
In summary, for 12.4 percent of the persons mailed 
questionnaires, we received no response whatsoever; 
an additional 4.8 percent of the questionnaires 
mailed out were returned as not deliverable by the 
post office; 7.6 percent of the persons to whom 
questionnaires were mailed refused specifically 
and categorically to participate in the survey; 
0.7 percent were reported as deceased; 0.8 percent 
returned questionnaires with so little data that 
it was impossible to process them; and 73.1 per- 
cent returned questionnaires with sufficient data 



for processing. The latter have been termed "com- 

pleted" questionnaires in this paper. About 0.2 

percent of the panel were deleted as being out of 
scope or by reason of illness so severe that they 

should be excused from the survey. 

Mail canvass. -- The initial mailing of the 

survey was on February 17, 1972, with followups 
going out to nonrespondents on March 9 and March 
28. three of these mailings were sent by 
first class postage. Preliminary results are shown 
in table 1. As expected, the successive mailings 
produced din;mishing returns with the proportion 
returning completed questionnaires declining from 
26.1 percent in the initial mailing to 21.4 per- 

cent of those in the second mailing and 18.3 per- 
cent of those in the third mailing. An additional 
followup was sent by certified mail on April 24. 
Proportionately, this mailing was more effective 
than any of the earlier mailings with 31.2 per- 
cent returning completed questionnaires. However, 

the proportion refusing to complete the question- 
naires increased sharply from less than 1 percent 

of each of thefirst three mailings to 3.7 percent 
of the certified. In fact, one -fifth of the total 

refusals of the survey were received in response 
to the certified mailing. 

The total number of cases returned by the 
post office as undeliverable (postmaster returns) 
was approximately 6,000. While successive follow - 
ups were being sent to nonrespondents, a program 
was underway to reduce this number. Each piece of 
mail returned by the post office was remailed to 
the same address to make sure that its return was 
not a result of mishandling. If returned a second 
time for the same reason, the microfilm record of 
that person's census questionnaire was looked up. 

These questionnaires were from either the 5 per- 
cent or the 15 percent sample in the Census of 
Population. The 15 percent questionnaire included 

an item on the name and address of the person's 
1970 employer. The PMS package was remailed to 

the respondent's name in care of that employer. 
This program reduced the number of postmaster re- 
turns by about one -fifth to a total of 4,920. 

Telephone followup .- We began telephoning all 
remaining nonrespondents on May 9. Approximately 
32,000 persons were delinquent at that time. All 
these persons could not be called simultaneously, 
of course, 3,100 of them responded before they 
could be telephoned. In addition, nearly 12,000 
could not be contacted either because no telephone 
number was available or because the number we did 
obtain was not a good number. The purpose of the 

telephone call was to ascertain whether or not the 
respondent had received the questionnaire original- 
ly, to obtain the correct address and mail another 
one if he had not, and to secure his agreement to 
return a completed form. Of the 17,000 persons 

actually called, 4,900 refused to complete the 

questionnaire but agreed to answer an abbreviated 
list of questions on the telephone; 5,000 refused 
to cooperate to any extent. However, a good num- 

ber, approximately 7,000, agreed to complete and 
return the regular questionnaire. Later, a check 
was made and those who promised to return a ques- 
tionnaire but did not (4,900) were called again. 
These repeat calls yielded an additional 2,000 
telephone interviews and almost 500 refusals. In 
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total, of those actually contacted by telephone, 

51.6 percent either returned completed question- 
naires or gave answers to a list of questions over 
the telephone. But an additional 32.1 percent re- 
fused to participate in the survey; this comprised 
71.0 percent of the total refusals for the survey. 

Response by occupation and geographic area.- - 
There were some notable differences among the oc- 
cupation groups in the return rates, as can be 
seen from the preliminary results shown in table 
2. Engineering and science technicians had the 
lowest rate of completed questionnaires returned 
(68.8 percent) of all the primary target occupa- 
tions; this rate was significantly lower than the 
average for engineers and scientists of 75.0 per- 
cent. It was also lower than the rate (72.3 per- 
cent) for the secondary target occupations. Life 
and physical scientists had the highest rate of 
return of any occupation group at 79.4 percent. 
The other engineering and science occupations all 
ranged between 73.0 percent and 74.8 percent, with 
the exception of computer specialists at 71.9 per- 
cent. 

Note that response rates for Sample II are 
higher than for Sample I in every occupation group, 
although the differences between occupation groups 
are approximately the same. Since the only signi- 
ficant difference between the techniques used to 
survey Sample II and sample groups -25 in Sample 
I is the length of the questionnaire, the disparity 
in response rates indicates the price one pays for 
increasing the respondent's burden. Furthermore, 

since the rate of completed questionnaires for Sam- 
ple I includes cases for which only the short list 
of questions was answered on the telephone, the 
actual disparity between the two samples is masked. 
Presently, more refined data will be available for 
the investigation of this point. 

The lowest rate of return of completed ques- 
tionnaires for any of the 50 states was 65.8 per- 
cent for Nevada, followed by 69.9 percent for 
Arizona and 70.2 percent for New York. The high- 
est rate of return of completed questionnaires was 
81.9 percent for Nebraska followed by 81.1 percent 
for Delaware and 80.7 percent for West Virginia. 
As might be expected, the differences among geo- 
graphic divisions were less, with the highest per- 
centage of completed questionnaires being 75.9 per- 
cent for the West North Central Division and the 
lowest, 71.4 percent, for the Pacific Division. 
In all, 15 states and the District of Columbia had 
rates of return of completed questionnaires below 
the mean of 73.1 percent. Preliminary results by 
geographic division and State are shown in table 

3. 

DATA PROCESSING 

Precomputer processing. --Mail receipts in the 
survey were initially classified and sorted by type 
of receipt: Refusals, correspondence, postmaster 
returns , completed questionnaires, incomplete ques- 
tionnaires, and deceased. The postmaster returns, 
as previously noted, were researched and remailed 
in care of the employer's address. Deceased, re- 
fusels, and good receipts (completed questionnaires) 
were sent to check -in punch wherein the serial 
number of the questionnaire was keyed for updating 



the master control file. Correspondence and in- 
complete questionnaires were set aside for review 
by an analyst. These incomplete questionnaires 
were screened out from other receipts because cer- 
tain minimum entries were lacking. The standards 
required an entry which would indicate current 
educational attainment (either the highest year 
of schooling completed or the highest degree ob- 
tained by the person) and an entry for current la- 
bor force status and current or last occupation. 
When reviewed by an analyst, approximately half of 
the returns set aside as incomplete were salvaged 
based on information reported elsewhere on the 
questionnaire or by a telephone call made directly 
to the respondent. For refusals, incomplete re- 
turns, and deceased, the check -in punch was the 
terminal operation. Postmaster returns retained 
that status if no response was received after the 
mailout to the employer. Completed questionnaires, 
after check -in, were routed through two coding and 
verification processes. The first was general 
coding in which nonstandard entries were converted 
to proper form, degree level was coded, and con- 
formity to certain standards on such items as wage 
and salary rates was enforced. Of the 74,000 ques- 
tionnaires processed, approximately 15,000 were 
set aside during general coding for professional 
review, mostly for foreign degrees, wage entry 
failures, and job sequence problems. The second 
was geographical coding in which State or foreign 
country and, depending on the items, county or SMSA 
were coded for place of birth, location of higher 
education, location of last three jobs, place of 
residence before and after each of last three jobs, 
and current residence. 

Computer edit. --After general coding and geo- 
graphical coding, the information on the 74,000 
questionnaires was key coded directly onto magnetic 
tape. The resulting data tape was passed through 
a computer editing program which checked for ac- 
ceptability of codes and ranges of entries, made 
substitutions for certain missing items, performed 
certain recodes (for age, highest degree held, 
highest degree worked on, etc.), checked for con- 
sistency between items, and made a more refined 
edit of wage and salary rate entries. The speci- 
fications for the edit program called for the re- 
jection of questionnaires which had passed the 
clerical screening without the minimum necessary 

entries or which contained unacceptable income or 
wage and salary entries. In addition, records 
which contained 10 or more minor errors, such as 
out -of -range entries or inconsistent entries, were 
also rejected, but records with fewer than 10 of 
the latter sort of errors were allowed to stay in 

the file with the erroneous items blanked. The 
rejects from the computer operation were reviewed, 
appropriate corrections were made, and the records 
were reentered on the file. 

Matched data file. --The edited data file was 
then matched with (1) the survey master control 
file (the computer file used to control mailing 
and followup actions) so that each record would 
have an associated indication of its response code, 
and (2) the census sample detail file containing 
Census of Population data for each selected PMS 
case. The resulting matched edited data file there- 
fore contains all census sample information for 

each person originally selected for the PMS sample, 
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even if we may have been unable to find the census 
questionnaire (and therefore a name and address for 
mailing). It contains, in addition, the receipt 
code classification for all cases mailed out in 
the survey whether or not a completed questionnaire 
was returned. Finally, for cases in which com- 
pleted questionnaires were returned in the survey, 
all reported data that passed the edit also are 
recorded in the file. 

further step is necessary be- 
fore the final merged data can be used for tabula- 
tion: weighting up to census totals. Actually, 
each record in the data file will contain four 
separate weights. The first weight will not make 
any adjustment for noninterview and will be used 
for comparing the census characteristics of per- 
sons not responding in the poatcensal survey to 
those of respondents. The second weight will make 
an adjustment for nonresponse and a ratio adjust- 
ment to known age, sex, and color census control 
totals by occupation group. This weight will be 
used for detailed tabulations by the original cen- 
sus occupation categories and for the tabulations 
by redefined occupation groups. The third weight 
will be used for purposes of variance computation. 
The fourth weight, similar in form to the second 
weight, will be used only when the Postcensal Man- 
power Survey sample and Sample II are combined for 
selected computations. 

Tabulations. --The tabulations planned for the 
Postcensal Manpower Survey fall into three series 
reflecting relationship of content and priorities 
in design, programming, review, and publication. 
The first series of tables is planned to show 
changes in the employment status of engineers and 
scientists between 1970 and 1972. It will also 
provide the information necessary to evaluate the 
quality of reported data and to estimate the degree 
of nonresponse bias. Programming is substantially 
completed on the first part of the tables in this 
series, and we expect to be reviewing the initial 
data this fall. The second series of tables is 
planned to show the basic inventory of scientific, 
engineering, technical , other highly qualified 
manpower for 1970 and 1972. These tables, similar 
to those in Technical Paper No. which were based 
on the 1962 postcensal study, will include data on 
fields of study, job activity, citizenship, finan- 
cial support for college work, industry, class of 
worker, salary rate, professional identification, 
and so forth, by age, sex, highest degree held, 
and occupation. This series will be run by the 
1970 Census occupation. It will likely also be 
run for the redefined occupation groups. The de- 
sign of the second series of tables is substan- 
tially completed, although programming is not yet 
begun. We hope to publish these tables during the 
winter of 1972 -73. The third series of tables 
will present data focusing on more analytic rela- 
tionships than the earlier series of tables: 
posure to science courses in high school and sub- 
sequent college work in a scientific field of 
study; field of study for first (or highest) de- 
gree, current occupation, andprofessional identi- 
fication; father's occupation and field of study 
for first degree; salary rate for current job and 
average duration of last three jobs; and so forth. 
The design of the third series of tables is under- 
way, although no programming has been initiated. 
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Table 1. --1972 POSTCENSAL MANPOWER SURVEY: RESPONSE RATES BY TYPE AND COLLECTION 
PERIOD TO WHICH ATTRIBUTED (PRELIMINARY) 

Collection period 

Total 
at risk 
in the 

collection 
period 

Completed 
question - 
naires 

Deceased Refusal 

Total number 
First mailing (2/17/72 -3/14/72) 
Second mailing (3/15/72- 3/31/72) 
Third mailing (4/3/72 - 4/28/72) 
Certified mailing (5/1/72- 7/17/72) 

Telephone calls (5/15/72- 7/17/72) 

Total percent 
First mailing (2/17/72 -3/14/72) 
Second mailing (3/15/72- 3/31/72) 
Third mailing (4/3/72 -4 28/72) 
Certified mailing (5/1 72-7/1772) 
Telephone calls (5/15 72 -7 17 72) 

Total percent 

First mailing (2/17/72 -3/14/72) 
Second mailing (3/15/72 -3/31/72) 
Third mailing (4/3/72- 4/28/72) 
Certified mailing (5/172- 7/17/7;) 
Telephone calls (5/15/72- 7/17/72 

101,835 
101,835 

74,194 
54,309 
42,444 
17,042 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

100.0 
100.0 
72.9 
53.3 
41.7 
16.7 

74,483 
26,603 

15,906 
9,946 

13,234 
8,794 

73.1 
26.1 
21.4 
18.3 

31.2 
51.6 

100.0 

35.7 
21.4 
13.4 
17.8 
11.8 

675 
270 
169 
120 
103 

13 

0.7 
0.3 
0.2 
0.2 
0.2 
0.1 

100.0 
40.0 

25.0 
17.8 
15.3 
1.9 

7,689 
47 
211 
405 

1,564 

5,462 

7.6 
(1) 

0.3 
0.7 

3.7 
32.1 

100.0 
0.6 

2.7 
5.3 

20.3 

71.0 

1/ Less than 0.1 percent. 
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Table 2. --1972 POSTCENSAL MANPOWER SURVEY: RESPONSE RATES BY TYPE AND OCCUPATION GROUP FOR SAMPLES I AND II (PRELIMINARY) 

Occupation group 
Total 
mailed 
out 

Completed 
Other responses 

question - 
naires Totffi 1 Deceased 

Postmaster 
returns 

Refusal 

SAMPLE I 
All occupations 

Number 101,835 74,483 14,741 675 4,920 7,689 
Percent 100.0 73.1 14.5 0.7 4.8 7.6 

Primary target occupations 100.0 73.5 14.2 0.6 4.7 7.5 
Engineers and scientists 100.0 75.0 13.6 0.6 4.4 7.2 

Computer specialists 100.0 71.9 14.4 0.2 6.1 6.9 
Engineers 100.0 74.8 14.2 0.8 3.6 8.5 
Mathematical specialists 100.0 74.2 14.0 0.6 5.0 6.9 
Life and physical scientists 100.0 79.4 11.3 0.5 4.9 4.7 
Operations and systems researchers and 
analysts 100.0 73.0 14.9 0.8 3.7 9.2 

Social scientists 100.0 73.1 13.2 0.7 5.0 6.2 
Engineering and science technicians 100.0 68.8 16.4 0.6 5.8 8.5 

Secondary target occupations 100.0 72.3 15.1 0.8 5.1 7.6 
Other occupations, with 4 or more years of college. 100.0 71.7 14.8 0.6 4.6 7.7 

SAMPLE II 
All occupations 

Number 54,281 44,718 5,400 363 2,308 2,086 
Percent 100.0 82.4 10.0 0.7 4.3 3.8 

Primary target occupations 100.0 82.4 10.0 0.7 4.3 3.8 
Engineers and scientists 100.0 82.4 10.0 0.7 4.3 3.8 

Computer specialists 100.0 79.9 11.2 0.3 5.8 4.3 
Engineers 100.0 82.7 9.8 0.8 3.4 4.4 
Mathematical specialists 100.0 82.2 10.7 0.2 5.0 4.2 
Life and physical scientists 100.0 84.6 8.7 0.5 4.5 2.4 
Operations and systems researchers and 

analysts 100.0 81.5 10.3 0.6 3.4 4.8 
Social scientists 100.0 80.8 10.6 0.7 5.5 3.0 

Engineering and science technicians (X) (X) (X) (X) (X) (X) 

Secondary target occupations (X) (X) (X) (X) (X) (X) 

Other occupations, with 4 or more years of college. (X) (X) (X) (X) (X) (X) 

Not applicable 

1/ Includes questionnaires returned with insufficient data for processing and cases deleted as out of scope. 



Table 3. --1972 POSTCENSAL MANPOWER SURVEY: RESPONSE RATES BY TYPE FOR DIVISIONS AND STATES (PRELIMINARY) 

Division and state Total 
response 

Completed 

question- 
naire 

Other response 

Total Deceased master 
return 

Refusal 

UNITED STATES 
Number 101,835 12,611 74,483 14,741 675 4,920 7,689 
Percent 100.0 12.4 73.1 14.5 0.7 4.8 7.6 

NEW ENGLAND. 100.0 11.5 73.3 15.2 0.6 4.2 8.9 
Maine 100.0 10.2 75.9 13.9 0.6 3.1 7.7 
New Hampshire 100.0 10.2 76.4 13.4 0.8 4.7 6.8 
Vermont 100.0 7.9 74.7 17.4 1.3 2.6 11.4 
Massachusetts 100.0 12.3 72.6 15.1 0.5 4.7 8.6 
Rhode Island 100.0 10.9 72.0 17.1 0.2 3.1 10.7 
Connecticut 100.0 11.0 73.8 15.2 0.8 3.8 9.2 

MIDDLE ATLANTIC 100.0 12.5 72.8 14.7 0.8 4.4 8.1 
New York 100.0 13.7 70.2 16.1 0.7 5.4 8.4 
New Jersey 100.0 12.1 75.3 12.6 0.7 3.3 7.1 
Pennsylvania 100.0 10.8 75.2 14.0 0.9 3.8 8.3 

EAST NORTH CENTRAL. 100.0 12.0 73.5 14.5 0.7 4.2 8.2 
Ohio 100.0 U.S 74.3 13.9 0.9 3.4 8.1 
Indiana 100.0 12.0 74.2 13.8 0.7 4.4 7.4 
Illinois 100.0 14.0 70.7 15.3 0.4 5.1 8.5 
Michigan 100.0 11.4 74.1 14.5 0.7 4.0 8.5 
Wisconsin 100.0 8.6 77.5 13.9 0.5 4.1 7.6 

WEST NORTH CENTRAL 100.0 11.1 75.9 13.0 0.7 4.2 6.7 
Minnesota 100.0 11.2 74.7 14.1 0.8 4.8 7.2 
Iowa 100.0 9.5 79.4 11.1 0.3 4.2 5.4 
Missouri 100.0 13.2 72.1 14.7 0.8 4.5 7.5 
North Dakota 100.0 10.3 79.5 10.2 1.1 3.2 4.9 
South Dakota 100.0 12.8 77.7 9.5 2.1 2.7 4.8 
Nebraska 100.0 8.7 81.9 9.4 0.0 2.6 6.1 
Kansas 100.0 9.9 77.9 12.2 0.6 3.8 6.3 

SOUTH ATLANTIC 100.0 12.9 73.4 13.7 0.6 4.7 6.8 
Delaware 100.0 7.4 81.1 11.5 0.4 3.5 7.0 
Maryland 100.0 11.7 75.5 12.8 0.5 3.6 7.4 
District of Columbia 100.0 20.7 60.6 18.7 0.7 10.4 5.9 
Virginia 100.0 11.3 75.5 13.2 0.4 4.3 7.2 
West Virginia 100.0 8.5 80.7 10.8 1.0 2.2 5.7 
North Carolina 100.0 12.9 72.5 14.6 0.7 5.3 6.5 
South Carolina 100.0 12.6 75.0 12.4 0.9 3.4 6.3 
Georgia 100.0 14.3 71.0 14.7 0.6 6.3 6.5 
Florida 100.0 15.4 70.3 14.3 0.6 5.2 6.8 

EAST SOUTH CENTRAL. 100.0 11.6 75.1 13.3 0.9 4.8 6.4 
Kentucky 100.0 11.3 76.9 11.8 0.6 3.7 6.4 
Tennessee 100.0 11.5 75.5 13.0 0.5 4.2 6.7 
Alabama 100.0 11.1 74.8 14.1 1.2 5.5 6.4 
Mississippi 100.0 13.5 72.3 14.2 1.5 6.6 5.5 

WEST SOUTH CENTRAL 100.0 13.1 72.4 14.5 0.6 5.8 6.7 
Arkansas 100.0 11.3 77.2 11.5 0.2 5.5 5.1 
Louisiana 100.0 12.7 73.5 13.8 0.6 4.9 6.7 
Oklahoma 100.0 13.3 71.9 14.8 0.5 5.2 7.3 
Texas 100.0 13.3 71.9 14.8 0.6 6.2 6.6 

MOUNTAIN. 100.0 11.5 73.6 14.9 0.6 6.2 6.7 
Montana 100.0 12.3 77.1 10.6 0.3 3.4 6.2 
Idaho 100.0 U.S 75.0 13.5 0.0 6.9 5.6 
'Wyoming 100.0 7.4 75.7 16.9 0.0 8.9 4.5 
Colorado 100.0 9.5 76.6 13.9 0.6 5.9 5.9 
New Mexico 100.0 12.9 71.8 15.3 0.6 5.4 7.4 
Arizona 100.0 14.2 69.9 15.9 0.4 6.2 8.9 
Utah 100.0 9.7 74.1 16.2 0.9 6.9 6.9 
Nevada 100.0 17.1 65.8 17.1 1.7 9.4 4.7 

PACIFIC 100.0 13.2 71.4 15.4 0.6 5.7 7.7 
Washington 100.0 11.5 73.6 14.9 0.7 5.6 7.3 
Oregon 100.0 10.9 75.6 13.5 0.7 5.3 6.0 
California 100.0 13.7 70.6 15.7 0.6 5.7 8.0 
Alaska 100.0 9.4 74.5 16.1 0.0 12.8 2.7 
Hawaii 100.0 14.7 74.5 10.8 0.5 5.4 4.1 

Includes questionnaires returned with insufficient data for processing and cases deleted as out of scope. 
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THE INTERNAL VALIDITY OF THE KUHN McPARTLAND TST 

R. M. Alm, W. F. Carroll, and G. A. Welty, American University 

INTRODUCTION 

The sociological theory called symbolic 
interactionism derives from the writings of 

George Herbert Mead. It is a theory of the 
development of the self from one's social milieu, 
and from perceptions of and interaction with 
others. (See, e.g. Blumer [1] for a succinct 
account of the Meadian theory.) 

It has been charged that Mead, and by 
implication his followers, eschewed empirical 
research ([6], pp. 238 -239). This is presumably 
to the detriment of symbolic interactionist 
theory. While this charge is unquestionably true 
of Mead, it is not an accurate assessment of 
present day symbolic interactionists. 

In an attempt to operationalize one of the 
key concepts of symbolic interactionist theory, 
that elusive concept of the "self ", and to further 
empirical research on the self- concept, Manford 
Kuhn developed the Twenty Statements Test [4]. 

Kuhn and his collaborator McPartland supposed that 
human behavior is organized, the organization 
supplied by the individual's self- attitudes or 
self- concept. Following the direction provided 
by Mead's insistance on language as the basis of 
socialization and the self, it was straightforward 
to propose that self- attitudes could be assessed 
by asking an individual verbally to characterize 
himself. 

The test (hereafter TST) is a sheet of paper, 
at the top of which are the instructions: 

There are twenty numbered blanks on 
the page below. Please write twenty 
answer to the question "Who am I ?" 
in the blanks. Write the answere in 
the order they occur to you; don't 
worry about logic or importance. 

Up to twenty responses to this generic question 
provided subjective definitions of the self for 
Kuhn, which he understood as internalizations of 
a person's objective social status. Hence the 
organization of behavior could be analysed in 
terms of the self- conception, which Kuhn (and 

Mead) understood as a plan for behavior. Thus 

the subjective, and perhaps more importantly, the 
anticipatory aspect of the self, based in part 
upon ex ante data configurations permitted by 
symbolization, could be compared with the objec- 
tive aspect of behavior, known only in terms of 
ex post data. 

The test has the virtues of simplicity and of 
providing a relatively direct measure of one's 
self- concept. For such reasons among others, the 
TST has been utilized in a number of social sci- 
entific studies. (cf. [7] for citations) 

TWO MAJOR METHODOLOGICAL PROBLEMS 

However, the substantive interest in the TST 
has not been matched by a concern for several ra- 
ther striking methodological problems that bear 
on the test as an instrument to assess the self- 
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concept. There has been one major study of the 
TST which was properly methodological in focus. 
This was Tucker's examination of Kuhn's theory of 
the self and the TST as an instrumentality for 
operationalizing this theory. After characteriz- 
ing Kuhn's conception of "Self" as a theoretic en- 
tity, Tucker notes that it followed for Kuhn that 

self -attitudes are derived within 
a particular "context of behavior" 
and are "meaningless" without the 
explication of that "context." 
([12], p. 312) 

Kuhn's inference would appear to be wholly compat- 
ible with Mead's own thoughts on the self and the 
self concept. Particularly, Mead notes the rele- 
vance and importance of other socially proximate 
symbol -using actors to the development of the self 
and one's conception of his self. (cf[5],pp.160- 
161). 

Unfortunately for systematic empirical re- 
search, however, such an implication is at vari- 
ance with one requirement that must obtain for 
any test. Tucker points out another implication 
of the use of the TST in operationalizing social 
psychological theory is that 

it is assumed that the responses 
from the question, "Who am I ? ", are 
applicable to a variety of situa- 
tions. This assumes that the others 
who are "present" and "contemporary" 
are irrelevant to the person's be- 
havior ([12], p. 312, italics his). 

These two implications are clearly incompatible. 
Of particular concern is the relevance to the test 
subject of the presence of the researcher employ- 
ing the TST. Either the responses will reflect 
the idiosyncracies of a "context of behavior" 
which for our purposes happens to include a "re- 
searcher "and is characterized by the label "so- 
cial scientific research," and the first implica- 
tion Tucker draws from the self -theory is affirmed 
and the second denied. Alternatively, the re- 
sponses will not exhibit variation due to the sub- 
ject's sensitivity towards a unique social situa- 
tion. Since in most social contexts there is no 
researcher present, if the presence of the re- 
searcher administering the TST is without effect, 
the second implication drawn by Tucker will be 
affirmed, and the first denied. 

Another major problem is the incompatibility 
with theoretical premises of the self theory of 
the "content analysis procedures" or coding tech- 
niques used in categorizing the TST responses. 
Tucker notes that three basic assumptions of self 
theory are the slight predictive utility of fixed 
responses since the self is a function of the so- 
cial context; that the Twenty Statement Test gives 
a valid representation of the subjects' self con- 

cept; and that the focus of the research is expli- 
citly perspectival. ([12], p. 313). 

A methodological problem arises if, when cod- 
ing the TST responses, a coder other than the sub- 



ject "imposes the meaning of each of [the respon- 
ses] from his own perspective" ([12], p.313). Ob- 
viously, this is incompatible with the basic prem- 
ises of self- theory. 

If direct acquaintance with the self under 
study is required for the valid categorization of 
responses then the basic assumptions that Tucker 
notes of self theory are affirmed; thus the as- 
sumption that a coder other than the subject can 
impose his own meanings on the responses is de- 
nied. Otherwise, the responses can be considered 
to be relatively fixed, hence invariant to the 
identity of the coder. In the latter case, the 
second conditions noted by Tucker will be af- 
firmed, and the premises of self theory denied. 

THE PROBLEM OF SITUATIONALITY 

When an instrument such as the TST is em- 
ployed in measuring the self- concept, it is pos- 
sible that the presence of the researcher may re- 
sult in different responses from the subjects 
than the responses that would be occasioned were 
the researcher absent. The outcome of differen- 
tial effects of the presence of the researcher re- 
quires differential response to the research sit- 
uation itself, rather than the substantive varia- 
tions of independent variables, induced by the re- 
searcher, within the research situation. One way 
that differential response to the research situa- 
tion can be ascertained is by measuring the will- 
ingness on the part of the subjects to volunteer 
for a social scientific study. 

It has been documented that there is a volun- 
teer effect, where the subject's sensitivity in- 
creases to the "cues" that the experimenter un- 
consciously provides as to the hypothesis being 
tested, as motivation to participate as evidenced 
by volunteering increases (cf.[9]for references 
and discussion). Professor Orne calls these cues 
the "demand characteristics" of the experiment, 
i.e., that which the experimenter (not necessarily 
consciously) demands of the subject in terms of 
the substantive variables of the experiment. Orne 
has been quite explicit: "Within the context of 
our culture the roles of subject and experimenter 
are well understood and carry with them well -de- 
fined mutual role expectations" ([8]p.777). 

Not only is the volunteer subject more sen- 
sitive to these cues, but in terms of his per- 
ceptions of the cues, he strives (again, not nec- 
essarily consciously) to "please" the experiment- 
er by helping realize the prediction, substantiate 
the hypothesis, etc., by his own behavior. The 
generic hypothesis we sought to test was that the 
volunteer effect results in variations in the 
emerging self- concept measured by the TST. 

The subjects were 56 undergraduates enrolled 
in an introductory sociology course. The volun- 
teer - non - volunteer status of these subjects were 
ascertained by a procedure similar to that re- 
ported by Rosnow and Suls [10]. Immediately sub- 
sequent to the administration of the TST, a col- 
league of the investigator entered the classroom 
and solicited volunteers for a fictitibus exper- 
iment in psycholinguistic research to take place 
several months later. He told the subjects that 
he would pay each of them $1.00 for a half - hour's 
participation. Participation in. the (fictitious) 
experiment could be arranged for times mutually 
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convenient to the pretended researcher and the 
subject. Following Rosnow's rationale, the fi- 
nancial incentive was offered to lend credibility 
to the experiment, yet was not large enough to 
provide a motive for participation. Sixteen of 
the subjects volunteered to participate. At the 
same time as he took the names and addresses of 
these volunteer subjects, the pretended researcher 
collected the anonymously completed TST sheets. 
Forty of the subjects did not volunteer. Since 
the subjects were unaware of the hypotheses being 
tested, they were essentially participating in a 
single -blind experiment. 

There are two major schemes for coding the 
responses to the TST. The first is the compila- 
tion of the subjects locus score, which has been 
taken as a measure of the extent to which the 
subject is anchored in the social system ([11], 

p.50). The second is the categorization of the 
responses into a set of five analytical categories 
developed by Kuhn. We have utilized the second 
scheme in this investigation. 

Full definitions of the five categories are 
given in Schwirian's essay ([11], p.51). We mere- 
ly list the categories with brief explication. 
They include (1) Consensual responses, i.e. sta- 
tuses in social categories and social groups, 
(2) Ideological beliefs, i.e. religious and phi- 
losophical orientations, etc. (3) Aspirations, 
i.e. future -tensed statements of personal goals 
and achievements, (4) Preferences, i.e., the re- 

spondent's interests and aversions, and (5) Self - 
evaluation, i.e. evaluative statements assessing 
one's own mental and physical abilities and de- 
meanor. The 56 TST sheets were coded in terms 
of these five categories. 

Six specific hypotheses were generated. A 
null hypothesis stated that there would be no 
significant difference between volunteer and non- 
volunteer subjects in the mean number of responses 
for each of the five categories listed above. In 
addition to these five null hypotheses, one null 
hypothesis stated that there would be no signifi- 
cant difference between volunteer and non- volun- 
teer subjects in the total number of responses 
given. It was further supposed that this sixth 
hypothesis was directional. Volunteer subjects 
would strive more diligently than non - volunteer 
subjects to comply with the instructions to "write 
twenty answers to the question Who Am I ?'." 

The data is summarized in the following table 
where the mean number of responses per analytical 
category (and associated hypothesis) as well as 
the standard deviation of responses per category 
is given for the two groups. Student's t was u- 
tilized to test the differences in means. Data on 
the significances of the observed differences is 

given in the right hand column. 

Kesponse 

Category 
Non - Volun- 
teere (n-40) 

o- 

Volunteers 
(n-16) 

Significance of 
Students's t 

1. Consensual 6.70 5.12 6.19 4.00 n.s. 
2. Beliefs 0.93 1.25 2.25 2.25 p .01 

3. Aspirations 0.25 0.62 0.81 1.07 p .05 
4. Preferences 1.68 1.68 2.94 2.84 p .05 
5. Evaluations 6.15 5.05 5.88 4.62 n.e. 
6. (Omissions] 4.40 4.97 1.94 3.70 p .05 



The following null hypotheses were sustained: 
(1) There is no significant difference between the 
volunteer and non - volunteer subjects, in the mean 
number of consensual responses given, and (5) 

there is no significant difference between the 
volunteer and non -volunteer subjects, in the mean 
number of evaluative responses given. 

The other four null hypotheses were not sus- 
tained, and we retained the following research hy- 
potheses: (2) There are significantly more ideo- 
logical belief responses given by volunteer than 
by non -volunteer subjects, (3) there are signifi- 
cantly more aspiration responses given by volun- 
teer than by non - volunteer subjects, (4) there are 
significantly more preference responses given by 
volunteer than by non -volunteer subjects, and 
(6) there are significantly fewer omissions given 
by volunteer than by non - volunteer subjects. 

THE PROBLEM OF CODING 

Another question arises from Tucker's dis- 
cussion that bears on the methodological problems 
of the TST, in considerations of theoretical con- 
structs on which the instrument is based, versus 
the content analytical (or coding) procedures. 
([12], p. 303). 

Tucker pointed out and Franklin and Kohout 
have noted at the time of analysis, the researcher 
imposes his own meanings on the subjects' state- 

ments by coding them according to a set of "a 
priori" categories ([2], p.82). 

The question then arises, "Must the subject' 
score his own test for test validity ?" This 
question would appear to be methodologically ger- 
maine to any explicitly perspectival test. Frank- 
lin and Kohout compared the locus scores (con- 
sensual statements) calculated on the basis of the 
subject's own coding and those calculated from the 
researchers' codings. These results were obtained 
by having the subjects and the researchers code 
the statements, with the "other" coders who were 
the researchers scoring the tests independently 
and later resolving inter -coder discrepancies. 
Franklin and Kohout's data indicated that the em- 
pirical consequences of having the TST responses 
coded by using the "self" versus the "other" cod - 
ings "are probably not significantly different." 

([2], p. 88) 

The present research likewise focuses on the 
possible discrepancies between "self" and "other" 

coding. We replicated the Franklin and Kohout 
test circumstances. However, we have categorized 
the statements into the set of five analytical 
categories developed by Kuhn, ([4]) instead 

of the two broad categories of consensual and sub - 
consensual statements. 

The subjects were thirty undergraduates en- 
rolled in an introductory sociology course. 
After completing the TST in a 12- minute period, 
the subjects were given coding instructions based 
on Kuhn and McPartland's definitions of each of 
the five categories ([4], pp. 40 -41). The 
"other" coders were researchers familiar with both 
the TST and its analytical procedures and with 
self -theory. The researchers also coded the test 
independently, later resolving inter -coder dis- 
crepencies as specified by the Franklin and Ko- 
hout coding procedure ([2], p. 85). In addition, 

an average of the other coder analyses was made. 
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This coding procedure was introduced to ascertain 
if a linear composite of coding outcomes was 

equivalent to the self coding, thus providing an 

alternative to the Franklin and Kohout coding 
procedure. First we will discuss the comparison 
involving the Franklin and Kohout procedure. 

For each of the five coding categories, there 

was one null hypothesis developed, each one stat- 

ing there would be no significant difference be- 

tween the mean number of responses for that cate- 
gory when coded by the subject himself, and when 
derived from the Franklin and Kohout resolution 

of coding behavior of several researchers. 

Response 
Category 

Self- Coding Other 

X 

1. Consensual 5.227 2.861 1 5.136 3.299 

2. Beliefs 1.364 1.965 1.409 1.501 

3. Aspirations .727 1.162 .364 .581 

4. Preferences 1.409 1.563 .909 1.444 

5. Evaluations 10.273 4.600 110.909 4.524 

All the null hypotheses were sustained; the test 

of significance was Student's t at p =.05. 

We will now discuss the comparison of self 

coding with the linear composite of the coding 

behavior of the several researchers. 

For each of the five coding categories, again 

there was one null hypothesis developed, each 

one stating there would be, no significant differ- 
ence between the mean number of responses for that 

category when coded by the subject himself, and 

when derived by averaging the coding behavior of 
the several researchers. 

Response Self- Coding 
Category 1 

1. Consensual 
2. Beliefs 
3. Aspirations 
4. Preferences 
5. Evaluations 

Average 

c' 

5.227 2.861 5.091 3.366 
1.364 1.965 1.485 1.352 
1.727 1.162 .440 .548 

1.409 1.563 1.152 1.093 
10.273 4.600 10.380 4.372 

All the null hypothesis were sustained; again, the 

test of significance was Student's t at p =.05. 

Thus our results to this point corroborate 
the earlier findings of Franklin and Kohout that 
the score is invariant under other coding proce- 

dures operationally equivalent to subject coding 

methods, either when inter -coder discrepancies 
were resolved as specified in the Franklin and 

Kohout procedure, or when the "self" coders were 
compared with the average of the "other" coders 

([2], p. 82). 

However, both Franklin and Kohout procedure, 

and the procedure of linear composites might sig- 

nificantly and artificially suppress inter -coder 

variance. Thus, we developed five null hypoth- 
eses, each one stating that there would be no 
significant difference between the mean number of 

responses as coded by each of the researchers for 

that category. This data is summarized in the 
following table. 



Response 
Category 

Coder #1 Coder #2 Coder #3 Significance 
of Fisher's F 

c 
1. Consensual 4.682 3.414 5.773 3.664 4.818 3.290 n.s. 

2. Beliefs 1.727 2,074 .455 .671 2.273 2.142 p .05 

3. Aspirations .409 .590 .682 .839 .227 .528 n.s. 

4. Preferences .636 1.217 2.318 1.810 .500 ,964 p. .05 

5. Evaluations 11.273 4.682 9.500 4.296 10.364 4.924 n.s. 

The test of significance was Fisher's F at p =.05. 
We found significant differences between the 

"other" coders in two of the five categories 
(the ideological and interest categories) and an 
almost significant difference in the category of 
aspirations. This suggests that the resolution 
of coding disagreements by either the Franklin 
and Kohout coding procedure or the linear com- 
posite procedure arbitrarily suppresses signifi- 
can variance. This finding was corroborated by 
a pairwise posterior analysis of the five cate- 
gories for the self coding and the coding be- 
havior of each of the researchers. Again the 
test of significance was Student's t at p =.05, 
and for two of the researchers significant dif- 
ferences were found between their coding behavior 
and self coding in one category each. 

Thus we conclude that in the absence of 
further research into coder differences one can- 
not take any particular "other" coder to code 
the TST since there does appear to be an indi- 
vidual coder effect. 

In conclusion, there are several proposi- 
tions that appear warranted. First, there are 
significant volunteer effects on the responses to 
the TST. Thus, the responses to the TST do not 
appear to be unconditionally applicable to a 
variety of situations. Second, the Franklin and 
Kohout coding procedures appear to be operation- 
ally equivalent to self coding of the TST. 
Finally, significant inter -coder variation ap- 
pears to exist, both between research coders 
themselves, and between them and the subjects 
as coders. 
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LARGE SAMPLE AND JACKKNIPE PROCEDURES FOR SMALL SAMPLE ORTHOGONAL LEAST SQUARES INFFERENCE 

Peter 0. Anderson, Ohio State University 

Exact distribution theory for orthogonal 

least- squares estimators is quite difficult 
(this is a special case of principal components 
estimation). In general the estimators have 
asymptotic normal distributions. Using this 
fact and using a consistent estimator for the 
variance, approximate confidence intervals can 
be obtained. An alternative is to use the 
jackknife technique to obtain confidence in- 
tervals. A Monte Carlo study shows that even 
for small samples the two procedures tend to 
give similar results. 

= 1 2 
2 

All (Xi X)2, Al2 = (Xi 1)(7i- Y), 
1 1 

Y)2 
1 

Numbers of 904 Confidence Intervals 
for which do not contain the true value. 

Normal - 
Normal 

011/022 011/022 
100 

N K Lg.Sample Jack- 
knife 

Lg.Sample Jack- 
knife 

30 30 13 

30 10 13 14 
10 10 27** 21** 24** 

Uniform 
Uniform 

= 011/022 

N K Lg.Sample Jack- 
knife 

Lg.Sample Jack- 
knife 

30 30 10 10 10 9 
30 10 10 13 10 
10 10 ' 19** 16* 8 

Uniform x11/022 
4 011/122 = 

100 

N K Lg.Sample Jack- Lg.Sample Jack -knife 
knife knife 

30 30 13 10 11 9 
30 10 13 11 9 
10 10 19** 10 16* 7 

*Significantly different from 10 at level 
**Significantly different from 10 at 14 level 

194 

slope = tan 

asymptotically N(94,N). X,Y bivariate 

normal implies 

9,N 022)2 )2 

Large Sample Confidence Interval: 
a9 

Jackknife Confidence Interval: á,K 

, 
where = 

1 1 
é2 

Numbers of 95f Confidence Intervals 
for O which do not contain the true value. 

Normal - 
Normal 011/022 

100 

N K Lg.Sample Jack- Lg.Semple Jack- 
knife knife 

30 30 7 3 5 4 
30 10 7 7 5 6 
10 10 20** 6 

Uniform 
Uniform 

011 ßa22 011/022 100 

N K Lg.Sample Jack- Lg.Sample Jack - 
knife knife 

30 0 9 9 9 8 
10 10 12** 7 9 4 

Uniform 
Exponential 

011/0 = 4 100 

N K Lg.Sample Jack- Lg.Sample Jack- 
knife knife 

30 30 9 5 6 5 
30 10 9 6 6 6 
10 10 13** 4 11** 4 

*Significantly different from 5 at 51 level 
**Significantly different from at level 



VARIANCE COMPONENT ANALYSIS OF CENSUS DATA AND THE USE OF THE HARMONIC MEAN 

Ibtihaj S. Arafat, City College of City University of New York 

Like every other statistical 
quantity, averages are used for compar- 
ative purposes. Specifically, averages' 
are used to compare the locations of 
distinct groups or distributions on the 
same scale. However, it should be 
obvious that the different types of 
averages are not comparable. The 
ancient Greeks were interested in the 
phenomenon of the progress of numbers 
from low to high in regular but differ- 
ent ways. In pursuing this interesh, 
they noticed in particular that the 
interval between adjacent values may be 
constant as in the progression 1, 2, 3, 
4, 5; that the ratio of adjacent values 
may be uniform as in the progression 
2, 4, 8, 16, 32; that for any three 
consecutive numbers, A, B, and C, the 
percentage drop from A to B may be 
equal to the percentage jump from C to 
B, as in the progression 1, 1/2, 1/3, 
1/4, 1/5. Today, we designate these 
progressions as arithmetic, geometric, 
and harmonic respectively (Mueller, et. 
al., 1970: 146 -150). The middle term 
of each of the series could be calculat- 
ed by specific formulas. We sum values 
and divide by N to get the arithmetic 
mean. Consider the aforementioned 
geometric series: 2, 4, 8, 16, 32. The 
middle term is 8, but the arithmetic 
mean of this progression is 12.4, a 
value which misrepresents the "central 
tendency" of the series. To get the 
middle term, we find the product of all 
terms and5take the Nth root of that 
product: 5(2x4x8x16x32) = 8. We refer 
to a result obtained in this manner as 
the geometric mean. Thus instead of 
summing and dividing by N, as in the 
case of the arithmetic mean, we multiply 
and find the Nth root. 

Consider the harmonic series as 
given above: 1, 1/2, 1/3, 1/4, 1/5. 
Neither the arithmetic nor the geomet- 
ric mean correspond to the middle term 
of this series. However, the middle 
term may be obtained by taking the re- 
ciprocal of the arithmetic mean of the 
reciprocals: 
Mean of the Reciprocals = 1 +2 +3 +4 +5 =3 

5 

Reciprocal of Mean of Reciprocals = 1/3. 

Although the geometric mean and 
the harmonic mean occur with some regu- 
larity in advanced statistical analysis, 
they are not likely to be encountered 
in simple descriptive statistics 
(Mueller, et.al., 1970: 149). Occas- 
ionally, the geometric mean is used to 
find the size of a population at the 
midpoint of an interval of time, on the 
assumption that its growth during that 
period has been at a constant rate. To 
illustrate, if the population of a 
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particular community is 5,000 at the 
time of the first observation and 10,000 
at the time of the second observation, 
the population at the midpoint of the 
interval would have been approximately 
7,000 provided growth was at the same 
rate throughout the period. 

Then what is the harmonic mean, and 
how could we manipulate it in analyzing 
census data? According to Marks (1971: 
78), "The harmonic mean 'H' is the middle 
term in a harmonic progression. The 
harmonic mean of n numbers is 1 /nth of 
the sum of their reciprocals." Spiegel 
(1961: 49) explained it as follows: 
"The harmonic mean H of a set of N num- 
bers X1,X2,X3,... XN is the reciprocal 

of the arithmetic mean of the recipro- 
cals of the numbers: 

H = 1 = N 
1 N 1 
jf1 

In practice it may be easier to remember 
that 1 

1 = = 141 " 

H N . 

As a computed average, the harmonic 
mean gives more weight to the smaller 
values (this is just the opposite of the 
arithmetic mean), it is capable of 
algebraic manipulation, and it yields 
consistent results in most cases (Chou, 
1969: 67,82). Chou also mentions that 
for values which are not all the same 
and do not have a value of zero, the 
harmonic mean is always smaller than 
both the arithmetic mean and the geo- 
metric mean. Spiegel (1961: 49) illus- 
trates the relative value of the three 
means as follows: H=G (the equality 
signs hold only if all the numbers X1, 

X2'...,XN are identical). 
In population data, it is not al- 

ways possible to have an equal number of 
observations on all treatment combina- 
tions. When disproportionality occurs, 
the analysis of the data becomes diffi- 
cult. The objective of the researcher 
in this study is to show how the harmonic 
mean "H" could be utilized in analyzing 
census data, which consist of unequal 
numbers of observations on all subclass 
combinations. Since the level of 
measurement of the samples in general 
includes nominal, ordinal, and ratio 
measures, the devices used by most of 
the users of the census data were gener- 
al statistical descriptive techniques 
with some ratio and graphic devices. 
According to Steel and Torrie (1960: 15), 
the main use of the harmonic mean is in 
averaging ratios and rates. Steel and 
Torrie (p.274) also states that is a 
test of significance for interaction, 



where unequal subclass numbers are used, 
the method of weighted squares of means 
may be used to estimate mean squares for 
main effects. An alternative procedure 
is to use the harmonic mean of all sub- 
class nij's. They add that calculations 
are less involved in this case. While 
the general methods are still applicable, 
special computing procedures should be 
used, which depend upon the presence or 
absence of interaction, although the 
initial steps are the same. In this 
case, an analysis of variance could be 
used with the estimation of variance 
components rather than F test. 

To illustrate the procedure, let us 
study the different components of the 
total variation of age distribution by 
sex, color, and ethnicity. The data are 
taken from the one -in -a- thousand sample 
of the 1960 census of the United States 
of America. (See Table I) 

An analysis of variance of the cell 
means of sex, color, and ethnicity 
combinations could be performed as illus- 
trated in Table II. The means were 
considered in the analysis because the 
number of observations was unequal in 
the different cells, as shown in Table I. 
The error degrees of freedom was Obtain- 
ed as the pooled degrees of freedom 
within cells. The error sum of squares 
was obtained in the same manner. It was 
weighted for the inequality of the 
number of observations in cells by mul- 
tiplying by the inverse of the harmonic 
mean of the number of observations 
within cells K 

=1 
K 

where K is the number of cells. The 
effects due to color, ethnicity, and sex 
are fixed, and hence the effects due to 
their different interactions are fixed. 
For this reason e2 in the column of the 
expected mean square (EMS) denotes the 
sum of the squares of the true effects 
of the factor or interaction indicated 
by the subscript of e , divided by the 
corresponding degrees of freedom. On 
the other hand, the error w s assumed to 
be random, and its EMS is designat- 
ing the error variance. The mean squares 
were equated with their corresponding 
EMS's, and the resulting equations were 
solved to obtain estimates of the error 
variance and the variation due to diff- 
erent factors and interactions. The 
variation due to different factors and 
interactions was obtained in percent of 
the total variation. The completed 
analysis is given in Table II. 

In interpreting the results, it 
could be seen clearly that age distribu- 
tion in this example was mainly influen- 
ced by ethnicity, as illustrated about 
50 percent of the total variation was 
due to ethnicity. The next highest 
variation, 37.98 percent, was due to 
color. The estimated was a small 
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negative quantity and hence could be 
considered zero, which implies that there 
is no significant variation between 
males and females with respect to the 
average age. The same could be noted 
about the estimate of color- ethnicity- 
sex interaction which was a small nega- 
tive quantity. And so is the case with 
the estimates of variation due to color - 
sex and ethnicity -sex interaction. This 
indicated that the behavior of color 
under the two sexes was the same, and 
the behavior of ethnicity was also the 
same under the two sexes. However, 
color- ethnicity interaction showed high- 
er variation, 10.74 of the total percent 
variation. This implied that the 
behavior of color was somewhat different 
under different ethnic groups. These 
observations could be seen clearly by 
looking on Table II. From the analysis 
obtained by the use of the harmonic mean 
it was easy to forecast the magnitude of 
variation in age distribution due to 
sex, color, and ethnicity. 

The method of the harmonic mean 
which was used and which was illustrated 
above could be applied on any data which 
uses actual numbers such as age or in- 
come with unequal number observations on 
all subclass combinations. 

In conclusion, the harmonic mean 
deserves more attention than it receives 
in most of the behavioral statistics 
textbooks. However, the proper use of 
the harmonic mean depends upon two main 
considerations. First of all, it must 
be remembered that an average refers to 
some class of units that must be 
appropriate to the use that the average 
is to serve. And next, it is specially 
adapted to a situation where the observ- 
ations are expressed inversely to what 
is required in the average (Chou, 1969: 
68 -69). 
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TABLES 

DISTRIBUTION COLOR, 

White 
3rd Generation 2nd Generation 1st Generation 6eneration 1st 

r - - . - - . - - . - - . . . .. 

Less than 1 1803 1.43 1628 96 80 0.34 3 0.03 2 0.02 315 1.65 8 1.58 4 0.79 0 0.0 0 0.0 

1- 4 6559 5.18 6452 5.101 357 1.51 322 1.36i 35 0.39 42 1059 5.54 1062 5.56 21 4.16 19 3.76 4 1.00 2 0.50 

S- 7841 6.19 7433 5.87 416 1.75 399 1.68' 60 0.67 79 0.86 1216 6.36 1183 6.18 17 3.37 14 2.77 6 1.50 4 1.00 

10-14 5913 5.46 6928 5.47 444 1.87 371 1.57114 1.27 86 1050 1075 '5.62 25 5.15 5 1.25 7 1.75 

15-19 5382 4.25 5311 4.19 441 1.86 414 1.75' 94 1.06 81 0.90 767 4.01 4.32 22 4.36 4.36 8 2.01 6 1.50 

20-24 4156 3.28 4209 3.32 503 2.12 492 2.08104 1.16 147 1.64 576 3.01 669 3.50 16 3.17 14 2.77 19 4.76 14 3.51 

3758 2.97 3.03 693 2.92 681 2.87163 1.81 172 1.92 547 2.86 596 3.12 24 4.7S 20 5.01 24 

30-34 4022 3.18 4113 3.25, 936 3.95 1063 4.48176 1.96 237 2.64 567 2.96 674 3.52 21 4.16 7.13 21 5.26 18 4.51 

35-39 4134 3.27 4269 3.37 1239 5.23 1293 5.45 244 2.72 3.41 575 3.01 3.14 37 7.33 30 5.94 16 4.01 15 3.76 

40-44 3606 2.85 2.971334 5.63 1349 5.69 210 2.34 207 2.30 525 2.74 592 3.10 22 4.36 27 5.35 13 3.26 2.26 

4549 3303 2.61 3309 2.68 1255 5.29 1273 5.37'284 3.16 327 3.64 504 2.64 525 2.74 17 3.37 18 3.56 14 3.51 17 4.26 

50-54 2.33 2990 2.361078 4.55 1074 4.53 4.11 427 4.75 417 2.18 458 7 1.39 7 1.39 22 5.51 5 1.2S 

55-59 2357 1.86 2.04 848 3.58 871 3.67 482 495 5.51 342 1.79 401 2.10 7 1.39 0 1.58 31 7.77 15 3.76 

60-64 1881 1.49 2112 1.67, 614 2.59 780 3.29 5.57 545 6.07 255 1.33 287 1.50 2 2 0.40 15 3.76 16 4,01 

65-69 1569 1.24 1830 1.45 545 2.30 672 2.83 564 6.28 516 5.75 238 1.24 253 1.32 3 3 9 2.26 11 2.76 

70-74 1146 0.91 1415 1.12 1.54 503 2.12 469 5.22 450 5.01 0.73 184 0.961 3 0.59 1 0.20 17 4.26 3 0.75 

75 1221 0.96 1739 1.37 360 1.52 543 2.29 478 5.32 513 5.71 168 0.88 193 1.011 1 0.20 1 0.20 10 2.51 3 0.75 

Total 49.45 64002 50.55 11525 48.62 12180 51.38 4349 48.42 4632 51.58 9260 48.41 51.59 253 50.10E252 49.90 230 57.64 169 42.36 

Total 126604 6981 19127 505 399 

Color 79.48 14.88 5.64 45.49 2.52 1.99 

S in d 
Total 70.61 13.22 5.01 10.67 0.28 0.22 

Total 179321 Sample Total 
. 159290 of Sample Total 

Non- Whiter 20031 11.171 of Sample Total 

Percentages for each generation 100.0 

TABLE II. 

ANALYSIS OF VARIANCE OF AGE DISTRIBUTION BY SEX, COLOR, ANU ETHNICITY 

Source 
Degrees 

of 
Freedom 

Sum 
of 

Squares 

Mean Square Expected 
Mean Square 

Total 19 2162.2746 

Color (C) 1 642.8056 642.8056 é + 10 
* Ethnicity (s) 4 1345.8717 336.4679 + 4 

Sex (s) 1 0.5139 0.5139 + 10 

Col. x Ethn.(CE) 4 155.4215 38.8554 + 2 

Col. x Sex (cs) 1 4.2421 4.2421 + 5 

Ethn. x Sex (..S) 4 10.7637 2.6909 + 2 

Col.x Ethn.x Sex(ÇES)4 2.6561 0.6640 + eCES 

+ Error 179,301 473,489.908( 2.6408 

+ The error was calculated as within cells, the error sum of 
squares was calculated as within cell sum of squares, divided 

by the harmonic mean of the number of observations within cells. 

the variance of the error 

82 sum of the squares of the true effect of the factor or the 

interaction shown by the subscript, divided by the corresponding degrees of freedom. 

* In the statistical analysis, Ethnicity was divided into five categories: (1) Native -born with native -born 
parents, (2) Native -born with foreign -born father and native -born mother, (3) Native -born with native -born 
father and foreign born mother, (4) Native -born, with both parents, foreign born, and (5) Foreign -born. 
(Categories 2, 3, and 4 combined make the 2nd generation American group). 

TOTAL VARIATION OF PERCENTAGES 
Estimate 

Parameters Estimates of in percent 
Parameters of total 

E 

eCE 

92 
CS 

eCES 

a2 

Total 

64.0165 

83.4568 

0.0 

18.1073 

0.3203 

0.0251 

0.0 

2.6408 

168.5668 

37.98 

49.51 

0.0 

10.74 

0.19 

0.01 

0.0 

1.57 

100.00 
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SEASONAL PATTERNS OF BIRTHS IN PUERTO RICO 

Ishver S. Bangdiwala, Abelardo Fuertes -de la Haba 
University of Puerto Rico 

It has been said that man is the only crea- 
ture who eats when he is not hungry, drinks 
when he is not thristy and makes love all the ti- 
me. If the last of these three characteristics re- 
ferred to about man were true, one would ex- 
pect that during, say, a period of one year, the 
results of this behavior of love making in terms 
of births would be an uniformly distributed pro- 
babilistic phenomenon. However, when the data 
of births are studied over a certain period of 
time, there are deviations noted. These devia- 
tions in case of births, during the calendar 
year of 12 months, are markedly different from 
month to month. When this monthly phenomenon 
is observed from year to year, there is seen to 
be a certain fixed pattern in monthly distribu- 
tion. Does this pattern show any seasonal varia- 
tion? If it does, man, just like other creatures 
on this earth. may be following the seasonal 
conception pattern. Knowing, however, the su- 
periority of man's intelectual capacity, one 
would attribute this seasonal pattern of concep- 
tion to the traditional activities for customs 
which are in turn determined according to the 
season of the year. 

To have an illustration of this pattern, 
the percent distribution of yearly births by 
month of the United States from year 1950 to 
1961 is shown in Table 1, and Graph 1. The 
months of August (9.04 %) and September (8.92 %) 
are the ones having ,on an average, the highest 
percent of the births during this period under 
study. The percent goes down later during the 
year and fluctuates at a lower level during the 
months from January to April and starts rising 
again. If one studies such a pattern and tries to 
fit a cyclic equation, it is possible to arrive at 
logical, meaningful implications explaining the 
seasonal phenomenon. In this paper, the au- 
thors have made an attempt to present the pre- 
liminary overall analysis of the births pattern 
in Puerto Rico over a period of 22 years,from 
1950 to 1971. 

Annual Births in Puerto Rico 

In year 1960, the registered births in 
Puerto Rico amounted to slighly over 85, 000 
(Graph 2). The total of births has been decrea- 
sing slowly and except for a few upward values, 
has been around 70,000 in the last four years. 
The births rate in Puerto Rico has been on the 
decline, from 38.5 in 1950 to 25.6 in 1971. 
(Rates per 1,000 population) 
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Monthly Percentage Distribution 

The pattern of monthly births within the 
year, however, has a peculiar form. In order 
to be able b compare such pattern from year to 
year the registered births by months are distri- 
buted as percentage of the yearly total. Table 2 
and Graph 3, show these percentages. Devia- 
tions of the monthly percentage from the expec- 
ted value 8.33% can be seen to be markedly si- 
milar since 1954 to 1969. It may be noted that 
the proportion of births increase from July until 
October and starts declining for the next four 
months, whereafter the births stay fluctuative 
at the same low level for the next four months. 
There are such three distinct seasonal periods 
in the year. Table 3 and Graph 4 show the ave- 
rage trend of these percentages over a period 
of 22 years. The figures indicate three distinct 
seasonal periods of the year, namely 

July to October : Increase 
November to February: Decline 
March to June: Fluctuating at a low level 

Interpretation of the Pattern 

In order to interpret the birth pattern, one 
would go back to the possible time of conception. 
The normal time of 9 months and 10 days places 
the highest conception period in case of the 
above dates, between October to January, the 
winter time and the lowest one between May to 
August, the summer time. The winter time ge- 
nerally keeps people more at home with less 
outdoor activities. Besides,it includes several 
long periods of social festivities such as Christ- 
mas. In Puerto Rico, Christmas celebrations 
generally start almost in the beginning of the 
month of December and lasts until the first half 
of January next year. The summer time is pa- 
ssed more outdoor due to vacation time for chil- 
dren and also adults. These activities accompa- 
nied by less privacy may induce low frequency 
of love- making opportunities and hence of con- 
ception compared with the winter time's priva- 
cy and the reaction in the mood after the festive 
days of Christmas time. 

Fitting a Cyclic Curve 

The pattern is such a regular one, at least 
for the data on hand that it was decided to deter- 
mine the equation for this seasonal phenomenon. 
A sine -cosine curve was tried to fit to the 



average percentages. The curve fitted turned 
out to be as follows: 

Y = 8.33 -0.6025 Sin (30x) e+ 0.2439 cos (30x)° 
where Y = percent monthly births 
and X = coded number of month (January =l, 
December =12) 

The fit is highly significant (Prob. level 
1 %), 75.2 percent of the variation explained by 
the time variable, X. 

The maximum value of Y occurs at X= 
9.7 months. If one considers the middle of the 
month as the point of coincidence for the coded 
number, this maximum value would represent 
the first week of October as the peak point of 
birth, thus indicating roughly the Christmas 
time as the highest incidence of conception. 

Some Implications of this pattern: 

In a democratic society like the one we 
are living in, one cannot force to change the hu- 
man behavior which does not interfere in the 
freedom of the other fellow man. Hence the 
society has to accept this and must try to meet 
with the demand it would create in terms of hos- 
pital beds, doctors and nurses for the peak deli- 
very period. 

On the other hand, the society which is 
planning a birth control program, may have to 
carry out this propaganda campaign during this 
peak period of conception making people more 
conscious in this matter and may gain some im- 
pact on their control program. Anyway, man is 
supposed to have his own way of living, behaving 
and carrying on his personal activities as he 
wishes. However, he is born in a certain type of 
society with customs and traditions already pre- 
vailing from long time before he was born, and 
therefore, he, in general, is not as free as he 
thinks he is. He is influenced directly by this 
society that has customs and traditions which in 
turn are influenced by the climate and other na- 
tural surroundings. Thus, even if man is said 
to be a creature who makes love all the time, 
one would say, from the above data, that he may 
be following, Indirectly, some pattern of seaso- 
nality of nature like other creatures. 

ACKNOWLEDGEMENTS 
The authors wish to thank Mr. Luis Collazo, 

of Puerto Rico Health Department for supplying 
the data and Mr. Shrikant I. Bangdiwala, of the 
University of North Carolina, for his help in 
computing and preparing graphs. 

199 

Table 1 

Average Percent Distribution of Births, 
U.S.A., 1950 -61 

Month 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

Total 

Average Births 
(Percent) 

8.19 

7.63 
8.26 
7.64 

7.95 
8.09 
8.84 
9.04 
8.92 
8.76 
8.21 

8.47 

100.00 

Annual Average 4,042,618 
(1950 -1961) 

Table 3 

Average Percent Distribution of Births 
Observed and Estimated 

Puerto Rico, 1950 -1971 

Month Average Births 
Observed 
(Percent) 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

To ta 1 

Average Yearly 
Births 
(1950 -1971) 

8.38 
7.40 
8.03 
7.86 
8.11 
7.74 
8.20 
8.67 
9.21 
9.22 
8.60 

8.58 

100.00 

Estimated Trend 
Value 

(Percent) 

8.24 

7.93 
7.73 
7.69 
7.82 
8.09 
8.42 
8.73 
8.94 
8.98 
8.85 

8.58 

100.00 

76,100 76,100 
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THE CLEARINGHOUSE AND LABORATORY FOR CENSUS DATA AND STATISTICS ON FEDERAL STATISTICS USERS 

John C. Beresford, National Data Use and Access Laboratories 

The report of the President's Commission on Fed- 
eral Statistics (see /1 /) contains some recom- 
mendations which are being developed into regu- 
lar activities of the CLCD. These activities 
will result in the creation of statistics on 
users of census statistics. It is somewhat un- 
usual for a private organization to be following 
recommendations of a Presidential commission. 
This paper explains why the CLCD is doing so 
and how it hopes to achieve its results. 

The CLCD is an activity of the National Data Use 
and Access Laboratories ( DUALabs), a private 
non -profit organization concerned with increas- 
ing the application of publicly available data 
to public problems and national needs. The CLCD 
is an outgrowth of the work of DUALabs and the 
Center for Research Libraries in supporting the 
efforts of researchers at universities and else- 
where to acquire and apply the computer tape 
output of the 1970 Census. Prior to the emer- 
gence of the CLCD, over 50 universities and 
research organizations had joined in DUALabs' 
Summary Tape Assistance Research and Training 
(START) Program. These groups had contributed 
funds of their awn, and received additional 
Hinds from the Ford Foundation to make possible 
the community acquisition of the data base from 
the Bureau of the Census. DUALabs prepared a 
library of computer programs which greatly 
simplified the problems of the use of the 1970 
Census on computer tape. Also, the tape files 
were reduced in bulk by 85 to 90 percent, and 
the cost of acquisition to each participant was 
similarly reduced. 

DUALabs then undertook responsibility for train- 
ing three persons from each organization in the 
START Community in the use of the software, 
problems and errors in the data base, and the 
general characteristics of the census files 
which they had to learn to use the files effect- 
ively. The basic purpose of this training has 
been to equip the three persons at each organ- 
ization to train other users in a similar manner, 
and to provide support to users at their univer- 
sities in retrieving, evaluating, and applying 
census data to their research problems. 

The START Program was designed to run for five 
years, through 1974, at which time we anticipate 
that strong census use capabilities permanently 
will be in place at many major research sites 
around the nation. The START Community, as it 

is called, uses a common computer technology. 
An important advantage of the common technology 
is that researchers can move from one site to 
another and continue their work with a minimum 
of technology transfer problems because the same 
user software, techniques, and information 
support systems exist at all sites. If access 
to a particular portion of the data files is not 
available at a specific site, it can be obtained 

/1/ Federal Statistics Report of the President's 
Commission, Vol. 1, pages 6,7, GPO, 1971. 
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from the community store at DUALabs at minimum 
time and cost. 

An interesting advantage of the community concept 
is that members can contribute feedback in the 
form of new data files, software improvements, in- 

formation about data base errors, and new tech - 
Iniques for using the data in research applications.. 
This feedback has already resulted in the creation 

of compatibility between important segments of the 
1960 census data base and the START software sys- 
tem. It has added 1960 census data to the commu- 
nity storehouse. It has increased the capability 
of the START software. 

It was recognized from the beginning that a great 
many researchers who were directly connected with 
the START Program of their university, as well 
as many more researchers at non -START locations, 
would require a different form of support to use 
the 1970 Census. These researchers would be in 
need of something akin to the services of a 
research librarian. They would believe census 
data could help solve their problem but they 
would need an expert to help them decide if this 
were true and to advise them how to overcome 
technical problems to use the data. They would 
not wish to become census data experts, would 
not wish to get involved in computer systems, and 
would not want to be apprised of all errors and 
all potential applications. But, in the absence 
of expert assistance, the contents and poten- 
tialities of the summary tapes and the Public 
Use Samples would remain a mystery to these 
researchers because of the complexity, size, and 
variety of information resources required to use 
the materials. The CLCD was established with 
support from the National Science Foundation for 
the express purpose of facilitating research 
applied to national needs which could benefit 
from the use of the 1970 Census. The general 
objective of the CLCD is to guide a researcher 
through the seemingly impenetrable thicket of 
problems associated with the use of the files 
and quickly bring him to a point of applying data 
to a specific research objective. Therefore, the 
CLCD has a consulting role to orient a user, 
to guide him, to offer special training as needed, 
to bring him in contact with those who can pro- 
vide data, and to help insure that resources 
exist to accomplish his research objective. (The 
CLCD is not funded to supply computer or clerical 
services to researchers.) 

To reach as many users as possible, the CLCD has 
enlisted the aid of groups who have established 
themselves as competent sources of assistance in 
the use of the 1970 Census, with proven experi- 
ence in meeting users application requests in a 
timely and efficient manner. These groups are 
called User Contact Sites of the CLCD. They all 
offer a no -cost orientation service to any re- 
searchers. There are now 14 User Contact Sites 
from Massachusetts to California, and more will 
be added in the future. (See attachment) 



When potential users of the census data base 
contact the CLCD or any of the User Contact 
Sites they are informed of consulting and train- 
ing activities available to them and asked to 
fill in a Census Use Questionnaire. This ques- 
tionnaire serves to identify the major interests 
of the user and to asses the knowledge he 
possesses of the data base. The replies form 
the basis for the initial orientation (by letter, 
telephone, or in person). In many cases this 
orientation directs the potential users to 
appropriate printed materials from the Census 
Bureau, DUALabs, or elsewhere, providing the 
required data or information about data. 

If the user requires further guidance, it is 
provided by additional personal consultations. 
Detailed guidance can be arranged if the user 
wishes to become a "visiting scholar" at the 
CLCD, meaning that he is assigned desk space 
and afforded the opportunity for interaction 
with CLCD staff while he works out the census 
use and access details of his research project. 
Group training sessions are also provided and 
the publications called Census Use Technical 
Bulletins and Data Access News are used to keep 
the researcher informed of current developments. 

In reviewing the needs of researchers and the 
requirements of efficiency in CLCD services, 
it became apparent to the CLCD staff that the 
greatest possible benefit in applying the re- 
sults of the census to national needs would be 
obtained only if a vigorous program were set up 
to evaluate CLCD services and users. As a 
result, two additional components of the CLCD 
work have been constructed. One is an advisory 
system, and the other component is an informa- 
tion system on users and uses. 

Advisory groups have been established represent- 
ing researchers, State and Local government 
users, legislators, librarians, computer experts 
and the User Contact Sites. 

The advisory groups have been reviewing the CLCD 
services to date and have suggested a variety 
of improvements. A number of these suggestions 
either parallel or extend some recommendations 
of the President's Commission on Federal 
Statistics. 

Item: The Commission's report suggests that 
small area data uses of the census required by 
law be catalogued. CLCD advisors have suggested 
that the legally required uses be identified 
and that an effort be made to establish specific 
services to enable users quickly and cheaply to 
acquire the data specified in the laws in a 
form which matches the reporting requirements 
of Federal agencies. 

Item: The Commission recommends that field 
studies of the uses of small area data be made. 
The CLCD advisers have suggested compiling 
information of this sort from CLCD Census 
Questionnaires. 

Item: The Commission recommends that schemes 
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of cooperative collection and analysis be tried 
out to determine who uses the census, for what 
purpose and whether the census provides the 
information the users want. CLCD advisers have 
suggested that analyses of census users be made 
on these points. 

Item: The Commission recommends that inter- 
change of knowledge about data for small areas 
should be encouraged among workers at all levels 
of government, with special emphasis on the need 
for analytical specification of data requirements 
and procedures for using data. CLCD advisers 
have noted the cooperative possibilities in the 
exchange of analytic approaches afforded by the 
CLCD network of information exchange and the 
Clearinghouse function of referral of users to 
one another for assistance. They further noted 
the large number of organizations trained by 
DUALabs in procedures for using the data and 
have recommended a great expansion of this effort 
to reach out to analysts with specific research 
applications, in addition to those whose empha- 
sis is on computer and data base technology. 

Item: The Commission recommends that serious 
attention should be given to coordinated exami- 
nation of the demands for data made by the 
Federal government on State and Local govern- 
ments. CLCD advisers have noted these demands, 
have identified some States in which the res- 
ponses are coordinated, and have suggested the 
CLCD attempt to educate the users in other 
States in systems for coordinating their efforts 
to respond to Federal demands. (This assumes 
that no coordination will be attempted at the 
Federal level.) 

In response to its advisers suggestions, the 
CLCD is now planning several new programs. 
These programs would begin to accomplish the 
tasks mentioned above which the Commission had 
seen as responsibilities of the Federal govern- 
ment. Where success in accomplishing these 
tasks depends on an awareness of users needs, 
the CLCD may be more effective than the Federal 
government. (Because the CLCD exists to serve 
users' needs, it has a far greater desire to 
respond to these needs than the Federal statis- 
tical agencies, whose missions are more complex 
and less likely to emphasize user requirements.) 

The greatest weakness in the CLCD as an instru- 
ment for surveying user needs is that it collects 
information only from those users who come to it 
seeking help. 

The CLCD is creating an information system on 
users of its services and on the uses they make 
of the data. The information system will focus 
on the people and organizations using the 1970 
Census. It will have organizational classifi- 
cation codes, and it will classify the charac- 
teristics and frequency of census data applica- 
tions. The kinds of data used, the purposes of 
the use, and needed data not present in the cen- 
sus will be recorded. The user's capabilities in 
terms of data bases on site, software and equip- 
ment available, and willingness to assist others 



will be noted. Also noted will be past experi- 
ence of the user in terms of research activities, 
special training, data acquired, and software 
used. 

The information will be made available in the 
following kinds of registers, catalogues, and 
lists. 

Uses made of small area census 
data required by statute: 
Problems in such use 
Successful solutions to problems 

Uses of small area data 
not required by statute: 
Type of area; type of data 
Purpose of use 

Research problems using census 
(major classifications): 
By researcher and organization 

Expert persons available for assistance: 
By location, by area of speciality 

Data bases available for use of others: 
By location; software (with information 
costs) 

Training services available: 
By location; frequency; purpose 

Errors in the census: 
By geographic area and subject matter to 
which errors apply 

Special analytic techniques: 
By purpose of analysis, sources of assistance 

CLCD User Contact Sites 

CONCORDIA TEACHERS COITE 
Victor B. Streufert 
7400 August Street 
River Forest, Illinois. 60305 

ILLINOIS STATE UNIVERSITY 
Dr. Vernon C. Pohlmann 

Department of Sociology -Anthropology 
Normal, Illinois 61761 

THE KROGER COMPANY 
Daniel I. Neidorf 
1014 Vine Street 
Cincinnati, Ohio 45201 

METROPOLITAN PLANNING COMMISSION 
OF NASHVILLE -DAVIDSON COUNTY 

Gerald F. Nicely 
P.O. Box 39 
Nashville, Tennessee 37202 

THE PENNSYLVANIA STATE UNIVERSITY 
Dr. Jay L. Politzer 
Computation Center - Computer 
University Park, Pennsylvania 162- 
PRINCETON- RUTGERS CENSUS DATA 

on Judith S. Rowe 
Princeton University Computer 
87 Prospect Avenue 
Princeton, New Jersey 08540 

TEXAS UNIVERSITY LIBRARY 
Joe Davis 
College Station, Texas 77843 

UNIVERSITY OF CALIFORNIA, LA 

UUnniivverrs Research Library 
Los Angeles, California 90024 

UNIVERSITY OF FLORIDA 
Ray Jones 
University Libraries, Library West 
Gainesville, Florida 32601 

UNIVERSITY OF HOUSTON 
Dr. Ernest J. Henley 
Urban Systems Laboratory 
Cullen College of Engineering 
Houston, Texas 77004 

UNIVERSITY OF MISSISSIPPI 
Max W. Williams 
Institute of Urban Research 
University, Mississippi 38677 

UNIVERSITY OF MISSOURI 
Dr. Rex Campbell 
Demographic Data Service 
104 Sociology Building 
Columbia, Missouri 65201 

UNIVERSITY OF NORTH CAROLINA 
Dr. Richard C. Rockwell 
Social Science Data Library 
Institute for Research in Social Science 
Chapel Hill, North Carolina 27514 

UNITEf Census Program 
Walter I. Nissen 
Massachusetts Institute 

of Technology 
Room 145 -310 
Cambridge, Massachusetts 02139 

Although some of this information is now avail- 
able from the CLOD (for example, an annotated 
catalogue of sources of assistance in use of 
the census) it will require extensive additional 
resources to bring the information system to a 
fully accomplished project capable of generating 
reports on demand. In the meantime, the CLCD 
is collecting enough data on all users it serves 
to anticipate most of the demands that will be 
placed on the information system. When the 
system is developed, it will be possible to 
create a variety of statistics on users of 
statistics. A prime purpose of such statistics 
would be to serve as an information resource for 
planning future Federal census data collection 
and processing operations. 

Unfortunately, the cases included in the infor- 
mation system will be a biased sample of a 
universe of data users of unknown size. However, 
the information collected from the CLCD users 
will be standard and systematic. Because the 
users will be making specific uses at the time 
the information is collected, the resulting 
statistics could be used in the next decennial 
census planning process. Such information might 
be more valuable than the anecdotal information 
which served as the planning inputs to the last 
census, and which was distilled from notes taken 
at public meetings. 

205 

PROJECT 

Center 



RACIAL DISCRIMINATION AND INCOME DIFFERENTIALS AS 
RELATED TO EDUCATION AND AGE, 1939 TO 1967 

Bruce Bosworth, St. John's University 

oduction 

This paper describes an attempt to 
investigate an interesting social and 
economic hypothesis. Originally dis- 
cussed in the book, The Economics of 
Disç4mination(1), it can be stated as 
follows: that discrimination against 
nonwhites, as shown by differences in 
their incomes when compared to that of 
whites, systematically increases with 
the same education and age.(2) This 
statement implies that the gap in in- 
comes betweeen races widens as members 
of each race become more educated and 
grow older. 

This investigation compares mean 
income data for white and nonwhite males 
within and between four time periods to 
determine if discrimination did in fact 
systematically increase with the same 
education and age. 

The Data Used, 

The empirical investigation uses 
data from the 1940, 1950, and 1960 cen- 
suses. The 1967 income data was obtained 
from the Current Population Reports, and 

-was derived by manipulation on a computer 
so that the data could be of the same 
format as the data of the other years. 
Table 1 shows the complete set of data 
used.(3) 

Derivation of 1967 Mean Income Data 

The mean incomes for 1967 presented 
in Table i are the result of a computer 
calculation performed on data in the 
Current Population Reports, Series P -20. 
No. 182, April 28, 1969, "Educational 
Attainment: 1968," Table 7, pp. 26- 28.(4) 
The original form of the data was that of 

cells for each age group and race - 
five income classes, by eight educational 
classes- the cell values were per cent by 
years of school completed. The total pop- 
ulation in each income interval was also 
given. Conversion of this data to mean 
incomes for each education group was 
achieved by assuming that midpoints of 
the income class intervals were the means 
of the classes, and the mean of the open - 
end class of $15,000 was $25,000, then 
the population and per cent distributions 
were used as weights, so that for each 
education class the mean income was a 
weighted average calculated as follows: 
Mean Income= 

£(Income X Population X Per Cent) 
E(Population X Per Cent) 

206 

Measures of Discrimination 

The mean income data in Table 1 are 
analyzed by using two measures of dis- 
crimination. The first measure is the 
"Market Discrimination Coefficient" or 
MDC.(5) This measure is defined as 

(1) MDC - 
Yo(N) 

where Y(N) and Y(w) represent the actual 
incomes of N and W, Yo(N) and Yo(W) rep- 
resent the incomes of N and W without 
discrimination. If it is assumed that W 
and N are perfect substitutes with per- 
fect compitition in the market place, 
then Yo(W) = Yo(N) and (1) reduces to 

Y(w) Y(W) Y(N) 
(2) MDC 1 

Y(N) 

In the form given by (2), the MDC repre- 
sents the percentage difference between 
the incomes of W(white males) and N(non- 
white males) with respect to the income 
of N(nonwhite males). The MDC has a range 
from zero or no discrimination, to values 
above zero representing higher levels of 
discrimination. 

Because the MDC goes from zero up- 
ward, without a fixed upper limit, it 
was modified so that comparisons could 
be more easily made from within and be- 
tween time periods being investigated. 
This modification is called the "Dis- 
crimination Measure" or DM.(6) This mea- 
sure of discrimination is defined as 

Y(W) Y(N) Y(N) 
DM = Y(W) 1 Y 

where Y(N) and Y(W) are as before. The 
range of the DM is from zero or no dis- 
crimination, to one or complete discrim- 
ination. The DM represents the percentage 
difference between the incomes of W 
(white males) and N(nonwhite males) with 
respect to the incomes of W(white males). 

Analysis of Mean Income Data 

The analysis of the mean income data 
for the four time periods is based on . 

the two measures of discrimination des- 
cribed above. 

Discrimination Measures(DM). Table 2 
presents the DM's based on the detailed 
levels of education that are given in 
Table 1. The following should be noted: 
(a) Males- 25 years old and over- The 
DM's in each year increase as education 
increases from less than 8 years of el- 
ementary education, where it is lowest, 



TABLE 1 

MEAN INCOME FOR MALES 25 YEARS OF AGE AND OVER, BY EDUCATIONAL ATTAINMENT, COLOR, AND AGE FOR 
UNITED STATES, 1939, 1949, AND 1967 

Education 
and Aim 

White Income No white Income 
1939 1949 1959 1967 1939 1949 1959 1967 

25 years and over 
Total -All 

- Elementary: 
Less -than 8 years 
8 years 

High School: 
1 to 3 years 
4 years 

College: 
1 to 3 years 
4 or more 

25 to years 
Total -All 

Elementary: 
Less than 8 years 
8 years 

High 
latn:37years7 

College: 
1 to 3 years 
4 or more 

45 to 64 years 
Total -All 

Elementary: 
Lees than 8 years 
8 years 

High School: 
1 to 3 years 
4 years 
College: 
1 to 3 years 
4 or more 

1419 
1125 
NA 
NA 
1538 
1413 
1685 
2297 
1964 
2646 

1360 
1058 
NA 
NA 
1436 
1336 
1552 
2127 
1850 
2411 

1562 
1235 
NA 
NA 
1955 
1718 
2245 
2921 
2361 
3552 

3376 
2540 
2234 
2875 
3586 
3306 
3840 
5399 
4501 
6250 

3431 
2618 
2316 
2890 
3425 
3203 
3607 
4836 
4159 
5512 

3715 
2843 
2537 
3185 
4176` 

4702 
6871 

6112 
4422* 
3983 
4837 
5938* 
5555 
6250 
9012* 
7554 

10238 

6000 
5322* 
3814 
4656 
5739* 
5351 
6008 
8062* 
6938 
8948 

. 

6289 
4534* 
4090 
4957 
6323* 

6837 
11155" 

1345+ 

8902 
6094 
5395 
6655 
8299 
7476 
8718 
12128 
10208 
13491 

8781 
5833 
5246 
6305 
8006 
7247 
8338 

11365 
9612 

12500 

9050 
6255 
5459 
6857 
8705 
7745 
9298 

13456 
11095 

609 
566 

NA 
NA 
772 
728 
859 

1064 
948 

1208 

600 
555 

NA 
NA 
745 
711 
816 

1016 
903 

1163 

630 
590 

NA 
NA 
896 
814 

1039 
1212 
1099 
1335 

1664 
1466 
1386 
1909 
2133 
2030 
2298 
2739 
2413 
3177 

1790 
1569 
1492 
1915 
2145 
2037 
2317 
2662 
2413 
3032 

.1680 
1535 
1458 
2027 
2222 
2137 
2365 
30911 

2572 
3688 

3260 
2 ?30* 
2562 
3318 
3732* 
3522 
4021 
4958* 
4355 
5671 

3367 
2707* 
2517 
3249 
3714* 
334491 

4009 
4839* 
4309 
5473 

3102 
2749* 
2597 
3408 
3793* 
3615 
4080 
5341* 
4495 
6277 

4961 
4088 
3862 
4763 
5336 
4931 
5746 
6772 
6488 
7222 

5126 
4073 
3782 
4758 
5311 
4854 
5724 
4738 
6484 
7220 

4729 
4098 
3912 
4756 
5422 
5112 
5827 
6858 
651.6 

7265 

NA: not available, *Values derived by aggregations. 



TABLE 2 

DISCRIMINATION MEASURES FOR MEAN INCOME OF WHITE 
AND NONWHITE MALES, BY EDUCATIONAL ATTAINMENT, 

AND AGE, FOR 1939, 1949, 1959 AND 1967 

Educational At- 
tainment and Aare 1939 1949 1959 1967 

25 years old & over 
Elementary: 

Less tahn 8 years NA .380 .357 .280 
8 years NA .336 .314 .284 

High Schools 
1 to 3 years .485 .386 .366 .340 
4 years .490 .402 .357 .341 

College: 
1 to 3 years .517 .464 .423 .364 
4 or more .543 .492 .446 .465 

25 to 44 years 
Elementary: 

Less than 8 years NA .356 .340 .279 
8 years NA .337 .304 .245 

High School: 
3 

4 years s .474 .358 .332 .314 
Colleges 

1 to 3 years .512 .420 .379 .325 
4 or more .518 .450 .388 .422 

45 to 64 years 
Elementary: 

Less than 8 years NA .425 .365 .283 
8 years NA .364 .312 .306 

High Schools 
1 to 3 years .526 .383 .340 
4 years .537 .498 .403 373 

Colleges 
1 to 3 years' 
4 or more 

.535 .597 
.5112 

.487 
533 

.413 
529 

Sources Based on data from TABLE 1. NA: not 
available. 

TABLE 3 

DISCRIMINATION MEASURES AND MARKET DISCRIMINATION CO- 
EFFICIENTS, BY BROAD EDUCATION CLASSIFICATIONS, AND 

AGE, FOR 1939, 1949, 1959 AND 1967 

Educations At- 
tainment and Age 1939 1945 1959 1967 

Discrimination Measures 
25 years old & over 
All 571 
Elementary .497 
High School .498 
College .537 

25 -44 years old 
All 
Elementary 
High School 
College 

45 -64 years old 
All 
Elementary 
High School 
College 

25 years old 
All 
Elementary 
High School 
College 

.481 
. 522 

.542 
585 

.507 .467 .443 

.423 .383 .329 

.405 .371 .357 

.493 .45o .442 

.478 .439 .416 

.401 .491 .302 

.450 .400 .407 

.6o .345 

.468 
550 

.400 

.521 .490 

Market Discrimination Coefficients 
& over 

1.330 
.988 
.992 

1.159 

25-44 years old 
All 
Elementary 
High School 
College 

45 -64 years old 
All 
Elementary 
High School 
College 

1.267 
. 906 
.928 

1.093 

1.479 
1.093 
1.182 
1.410 

1.029 

.681 

.971 

.669 

.597 

.817 

1.211 

879 
1.221 

875 794 
.620 .491 

.818 .791 

.966 .432 

.545 

.666 .687 

1.668 

.914 

.608 
1.089 .962 

Sources Based on data from TABLE 1. 



to 4 or more years of college, where the 
DM's are highest. But, between years, 
within each level of educational attain- 
ment the DM's decline except in one case. 
The DM value in.1967 for 4 or more years 
of college is slightly larger than the 
comparable DM in 1959, but below the one 
in 1949. This higher value in 1967 is 
due to the incompleteness of the original 
source data.(7) 
(b) Males- 25 to 44 years old- For this 
age group the DM's follow the patterns 
shown by the 25 years old and over group. 
That is, an increase in DM's within each 
year as education increases, but declines 
from year to year, with the highest DM's 
in 1939 and the lowest ones in 1967. 
(c) Males- 45 to 64 years old- For this 
age group the DM's follow the same pat- 
terns mentioned above. Increases in the 
DM's within each year as education in- 
creases, and declines from year to year 
in each education level. 

Comparison of the DM's of the two 
broad age groups, 25 to 44 years old, and 
45 to 64 years old, shows the younger 
group having lower DM's than the older 
group. This difference suggests an in- 
crease in discrimination against nonwhite 
males as their age increases. 

Market Discrimination Coefficients 
(MDC). MDC's were calculated for the 
same set of data as used to calculate the 
above DM's. The results noted for the 
DM's apply for the MDC's. In general, 
these MDC's suggest a rise in discrimin- 
ation against nonwhite males within each 
year as education increases, with declin- 

ing isim 
over time in each edu- 

Additional Data Analyses 

The mean income data in Table 1 were 
analyzed by detailed education classifi- 
cations as shown in Table 2. An addition- 
al analysis by major educational classif- 
ications was also carried out. That is, 
for those males who have completed ele- 
mentary education, or high school educa- 
tion, or college education. 

For these broad groups DM's and 
MDC's were calculated. The results are 
given in Table 3. Analysis and inter- 
pretation of these two measures gives 
support to findings described earlier in 
this paper. From Table 3 it can be seen 
that within each year discrimination 
against nonwhite males with the same ed- 
ucation and age as white males increases. 
Discrimination is lowest for those with 
only an elementary education, and is 
highest for those with a college educa- 
tion in each year. 

Figure 1 illustrates these increases 
withini each year by the plotted DM values 
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for both age groups. Over time, from 1939 
to 1967, the plotted DM's for the mean 
incomes show a decline suggesting a de- 
crease in discrimination against nonwhite 
males in each education group. 

Figure 2 further illustrates this 
decline in discrimination over time by 
showing the plotted DM values for each 
age group by their level of education. 

A further suggestion of the decline 
in discrimination against nonwhite males 
over time is shown by Figure 3. The plots 
in this graph are based on the assumption 
that those males who were 25 -44 years old 
in 1939, will be 45 -64 years old in 1959. 
The DM values in Table 3 for these two 
groups are plotted in Figure 3 by level 
of education. Each level of education ex- 
hibits a decline over the 1939 -1959 peri- 
od. Also, as seen in the previous two 
figures, the greatest discrimination is 
found at the college level of education, 
with the lowest discrimination faced by 
those nonwhite males having only an ele- 
mentary level of education. 

Summary and Conclusions 

The analyses based on DM's and MDC's 
calculated for mean income data of males 
in 1939. 1949. 1959. and 1967 showed that 
in these years both measures of discrim- 
ination increased within each time period 
as both education and age increased. But 
over time there were declines in these 
measures. These results suggest that 
in each year discrimination against non - 
;Fite males increases with their educa- 
tion and age. But they also suggest that 
pv9r time discrimination against nonwhite 
males decreases with their education and 
age. 

When the same group of men are 
studied in 1939 and 1959, the findings 
suggest that although discrimination in- 
creases with increased education, it de- 
clines with increased age. Thus, nonwhite 
males when compared to white males with 
the same education and age are faced with 
less discrimination as both groups get 
older. 

with respect to the hypothesis stat- 
ed earlier; if discrimination against 
nonwhites with regard to their education 
and age was systematically increasing, it 
was expected that the two measures of 
discrimination would show either stable 
patterns or increasing patterns over 
time. All of the above analyses do not 
show measures of discrimination that are 
increasing over time that would suggest 
systematic increases in discrimination 
with regard to education and age. Rather, 
the declines over time of the measures of 
discrimination suggest that discrimina- 
tion against nonwhite males with the same 
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Figure 1. Plotted DM Values as Education Increases, By 
Age Group, 

Fore 1939, 
1959 and 1967 

25-44 old 

Elementary 

College 

High 
School 

1939 1949 1959 1967 

45 -64 veers old, 

College 

High 
School 

Elementary 

1939 1949 1959 1967 

Figure 2. Plotted DM Values Over Time- 1939. 1949, 1959 
and 1967, By Age Group, For Each Level of Education 

(Sources TABLE 3) 



education and age as white males may be 
systematically decreasing. 

DM Values 

.600 

All 

.500 

High School 

.400 

1939 1949 19159 

Figure 3..Plotted DM Values: 25-44 Years 
Old in 1939, and 45 -64 Years Old in 1959, 

For Each Level of Education 
(Source: TABLE 3) 

Footnotes 

(1) Becker, Gary S., Th Economics of 
(The University of Chi- 

cago Press, Chicago, 1959), pp. 129-131. 
(2) Bosworth, Bruce, "A Quantitatbe Analy- 
sis of White- Nonwhite Income Differenti- 
als as Related to Education and Age," 
(Unpublished doctoral dissertation, New 
York University, Graduate School of 
Business Administration, 1971), p.4. 
(3) Table 1 sources: the 1939 and 1949 
data appear as "Table 3. - Mean Income 
for Males 25 Years of Age and Over by 
Educational Attainment, Color, and Age, 
United States, 1939, 1949, and 1956," in 
Herman P. Miller, "Income and Education: 
Does Education Pay Off?," an article in 
Selma Mushkin (ed.). Economics of Higher 
Education, (U. S. Department HEW, Wash- 
ington, D. C., 1962), p. 137. The orig- 
inal source indicated for this data iss 
1939. =..the Sixteenth Decennial Census of 
Population, "Educations Educational At- 
tainemnt by Economic Characteristics and 
Marital Status 1949- the U S. Census 
of Populations 1950, Series 

Ut S. 
5E. 

"Education." The 1959 data source is 
"Table 1. Occupation and Earnings of 
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Males 25 to 64 Years Old in the Experi- 
enced Civilian Labor Force with Earnings 
in 1959, by Years of School Completed, 
Age, and Color, for the United States: 
1960," pp. 2 -3 in "Occupation by Earnings 
and Education," PC(2) -7B, U. S. Census of 
Population: 1960. For the 1967 data 
source see text. 
(4) For a detailed discussion of the com- 
puter calculations performed see Bosworth, 

O 5 
. , p. 46. 

Becker, OD. Cit., p. 14. 
(6) Bosworth, Bruce. "White- Nonwhite In- 
come Differentials as a Measure of Dis- 
crimination," 1970 Proceed of the 
Amer States ical Ass ation. Social, 
Stet Statistics Se , p.251. 
7 For Negroes w thin the age groups 25 
to 44 years old and 45 to 64 years, the 
1967 source data was incomplete due to 
the sample base being less than 75,000. 
Thus, no percent by years of school com- 
pleted was given for higher income value% 
To overcome the downward bias that would 
result because of the lack of these dis- 
tributions, I assumed that the distribu- 
tion given for the Negro males 25 to 64 
years old applied. An indication of this 
downward bias and its adjustment is il- 
lustrated by the follwoing data actually 
calculated: 
Mean Incomes of Negro Males with 1 to 3 

,Xears of College 
Age Before Addi'rn't AfterAAdi'm't 
25 =64 
25 5950 6484 
45 -64 5690 6516 

(8) These MDC values can be found in 
Table 45, page 190, of the work cited in 
footnote (2). 



A NEW APPROACH FOR THE MANAGEMENT OF HEALTH 

Martin K. Chen 

National Center for Health Services Research and Development 

A fairly exhaustive review of the available lit- 
erature reveals that not much progress has been 
made in the measurement of health since Stouman 
and Falk (1) developed quantitative indices in 

three areas: vitality and health, environment, 
and public health activity. In recent years, the 

work of Chiang (2) and that of Fanshel and Bush 
(3) represent the more notable efforts in this 

area using, respectively, stochastic and deter- 
ministic models. The indicators developed by 
these authors, however, present conceptual and 
methodological problems that tend to limit their 

utility in their present state. 

Chiang's index is based on the probability dis- 
tribution of the population at risk with respect 
to what he assumes to be three independent random 
variables - -the frequency of illness, the duration 
of illness in number of days, and the time lost 

due to death in a given year, again in number of 
days. Conceptually, the duration of illness is 

purported to be a measure of the severity of ill- 
ness, but in reality it is more appropriately a 
measure of the chronicity or acuteness of ill- 
ness. Furthermore, his assumption of indepen- 
dence of the three random variables is hardly 
tenable in view of the fact that it is a common 
phenomenon for many individuals to be sick before 
their death and that within a given year the du- 
ration of illness cannot be independent of the 
time lost due to death. 

The index of Fanshel and Bush, termed the Health 
Status Index (HSI), is operationally defined as 
the mean value of 11 weighted functional states 
of health of the population at a given time. The 

weights for the different functional states vary 
from 0 for the lowest state, death, to unity for 
the highest state, well- being. The other inter- 
mediate weights are assigned by a technique simi- 
lar to Thurstone's paired comparison scaling 
technique (4), based on the proportions of times 
a panel of judges rate one attribute (in this 

case functional state) over the other, pair by 
pair. 

While the paired comparison technique is a rigor- 
ous way of estimating personal preferences--in - 
deed, Mosteller (5) has shown that under certain 
conditions the estimates are identical with the 
least squares estimates, Fanshel and Bush's tech- 
nique permits of modifications of the estimated 
values according to expert prognoses and expected 
benefits from health program intervention given 
limited resources. In so doing the authors make 
their HSI contingent on prognoses and judgment- 
ally- determined optimum resourse allocations, 
with the result that the HSI is no longer an in- 
variant measure of health status per se. 

Philosophically and conceptually, the authors of 
the two indices implicitly, if not explicitly, 
define health in absolute terms, when in reality 
health is more appropriately regarded as a rela- 
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tive concept. Dubos (6), who has written exten- 
sively on health from the philosophical, biolog- 
ical and sociological points of view (7,8), 
states: 

"Health ... cannot be absolute and permanent 
values, however careful the social and medical 
planning." 

The World Health Organization (9), after a leng- 
thy discussion of the concept of health in which 
it frankly admits that its definition of health 
as "a state of complete physical, mental and so- 
cial wellbeing" does not lend itself to objective 
measurement, comes to the conclusion that health 
may best be expressed as "a degree of conformity 
to accepted standards of given-criteria in terms 
of basic conditions of age, sex, community and 
region, within normal limits of variation." 

Health as a relative concept, then, is the basis 

for the formulations of the two health indicators 
that are to follow. Two key factors are clearly 
implied by this concept and both are required for 
the validity of the formulation. One key factor 
is that an "ideal norm ", however derived, is a- 
vailable in each health dimension. These norms 

would be the "accepted standards of given criter- 
ia" as stated by WHO. The second key factor is 
that members of a given group or population must 
vary around, not necessarily symmetrically, the 

"ideal norm" along each health dimension. This 
factor is related to a measure of variation as 
conceived of by WHO. 

Before we proceed to derive the indicators, we 
would like to emphasize that the "ideal norm" of 
a health dimension, such as age and height ad- 
justed bodily weight, may or may not be the mean 
value of a group of people. For instance, it is 

recognized that in our affluent society where 
food is plentiful, a large number of middle -aged 
males and females have an overweight problem. In 

such a case, the mean weight of an age and sex 
group obviously cannot be the "ideal norm ", 
in the form of a point or in the form of a range. 

Another norm, less than the mean, must be sought. 

Since health is multi- dimensional (See, for exam- 
ple, Sullivan (10)), it is essential that the di- 
mensions, which may be quite disparate, be mea- 
sured on the same scale and with the same degree 
of variability. This is, of course, impossible 
because the units of measurement for different 
health dimensions, as for example, visual acuity 
and blood pressure, cannot be the same. The only 

feasible solution, then, is to transform the raw 
measures, taken as deviations from the "ideal 
norms," into standard scores. 

Notice that the deviations from the "ideal norm" 
divided by the "standard deviation" are not 
standard scores unless the norm happens to coin- 
cide with the mean. The sum of the deviations 



from an origin other than the mean is, of course, 
not zero, and the "standard deviation" is not a 
true standard deviation in that the squared de- 
viations summed are not taken from the mean. 
Thus the transformed scores do not possess the 
properties of the standard scores. In fact, it 
is algebraically proved (See appendix) that the 
variance of these transformed scores is always 
less than unity. 

The real problem posed by using the transformed 
scores is that neither the means nor the standard 
deviations of the transformed scores on different 
health dimensions are comparable, and simple 
aggregation of the transformed scores would not 
ensure equal weights to the health dimensions, 
because the weights would vary directly in pro- 
portion to the magnitudes of the means of the 
health dimensions. The solution to this problem 
is to treat the deviation scores from the "ideal 
norm" as raw scores, and where positive and nega- 
tive deviations connote different degrees of ser- 
iousness from the health point of view, differen- 
tially weight the positive and negative devia- 
tions. Then the positive and negative signs of 
the scores can be discarded and the absolute 
values used in transforming them into z scores. 

DERIVATION OF -H INDEX 

Symbolically, if we let tXii be individual i's 
deviation score from'the "ideal norm" on dimen- 
sion j, the corrected deviation score after 
weighting is X'ij = 1±X1 where are 
the differential weights for positive and 
negative deviation scores, and I±Xiji is the ab- 
solute value of individual i's deviation score on 
dimension j. can be any number or zero for 
deviation scores that are zero, because any num- 
ber times zero is zero. Then treating the cor- 
rected deviation scores as raw scores, we perform 
the following statistical operations to derive an 
individual's z score on a single health dimension 
and his health index, which is the simple aggre- 
gation of the weighted health scores in standard 
form. We shall designate the index as -H to in- 
dicate that as an index it has a negative rela- 
tion with the health level of the individual. 

We write x'ij - where X'j = /n, 
and n s the size of the group. We further write 

Si 

= /n)V. Then individual i's z score on 
d mens on is zij = X'ij /Sj. To eliminate nega- 
tive signs, we add a constant 5 to all the z 

scores to transform them into Z scores. Finally, 
we write: -H = wjZij, where wj are the 
weights, however dived, for the component 
health dimensions. wi = 1 if no particular 
weights are assigned fo the dimensions. 

It can be seen from the equation for -H that if 
an individual's score fell on the "ideal norms" 
on all the health dimensions, his deviation 
scores would all be zero, his corrected deviation 
scores would also be zero, and his z scores would 
be negative and the highest among all the nega- 
tive z scores in his group. After transforma- 
tion, however, his Z scores would be the lowest 
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among all the z scores. The magnitudes of the 
other Z scores are a function of the magnitudes 
of the corrected deviation scores. The larger 
the corrected deviation scores, the larger the Z 
scores. This phenomenon fully justifies the ra- 
tionale of -H as an index of "negative health" in 
relative terms. 

Further examination of -H shows, assuming some de- 

gree of normality of the distributions of the Z 
scores, that the lowest -H value that indicates 

optimum health in th aggregated dimensions would 
be approximately 1.5 wj, the produce of 1.5 

times the sum of the eights, because practically 

all the Z scores would fall within 3.5 standard 

deviations of the means, which is 5 (the constant 

added to the z scores to derive Z scores) Simi- 

larly, the highest -H value would be 8.5 wj. If 

no differential weights were assigned, then the 

range of -H would be approximately 1.5m to 8.5m. 

If a measure of variability of -H is desired, its 
variance can be computed as follo See, for in- 
stance, Ghiselli, 1964): S2 -H + 24 
wjSiSjrij, where i j, rij are t e correlati ns 
between all possible pairs of health dimensions in 
the composite and the summation is taken over all 
m dimensions. However, since all the standard de- 
viations of the Z scores on the m dimensions are 
unity (if this is not clear, it is recalled that 
the standard deviation of z scores is unity and 
that adding a constant to the scores does not 
affect the standard deviation), we can simplify 
the formula by writing: 

S2 + 2Ç wiwjrij. 
If it could be safely assumed that the health di- 
mensions are uncorrelated (which would probably be 
true of hearing acuity and visual acuity), then2we 
could further simplify by writing: S _H w 
since the last term would vanish. 

The variance of -H would be useful in computing 
the standard error of measurement that would pro- 
vide some information as to the accuracy of -H as 
an individual index for a particular group. Using 
the analogy of a single test, the standard error 
of measurement for -H, which is a composite mea- 
sure would approximately be: Se(_H 

where is the mean of thè réliabilities 
of the component dimensional measures. 

Note that once the Z scores for each health dimen- 
sion is derived, the decision whether or not to 
aggregate the Z scores into a single index for 
each individual must hinge upon the purpose of the 
index. If the purpose is to have a single index 
as a measure of the outcome of a health program, 
then the single index should consist of those 
health dimensions on which the program is designed 
to have an effect. For example, if a health pro- 
gram had as its goals the elevation of nutrition 
standards and the improvement of visual acuity of 
the citizens of a community, the single index 
would be composed of two dimensions: nutrition 
level and visual acuity. 



On the other hand, the purpose may simply be to 
compare a group of individuals on several health 
dimensions that are deemed important to the per- 
formance of a particular task or job. In that 

case, a profile of the Z scores of these indivi- 

duals may give a better picture than a single 
aggregated index. A hypothetical profile of Z 
scores of three individuals on four health dimen- 
sions is given in Figure 1. 

FIGURE 1 

Hypothetical Profile of Three Individuals 
on Four Health Dimensions 

Z 

Nutrition Visual Auditory Lung 
Acuity Acuity Capacity 

O Individual A 

Individual B 

Individual C 

This profile shows that Individual A is fairly 
high in nutrition, pretty low in visual acuity 
and auditory acuity, and above average in lung 
capacity. Individual B is below average in nu- 
trition, average in visual acuity, slightly above 
average in auditory acuity, and average in lung 
capacity. Individual C is average in nutrition, 
slightly above average in visual acuity, slightly 
below average in auditory acuity, and above aver- 
age in lung capacity. 

It might be argued that in combining the health 
dimensions perhaps a multiplicative (non-linear) 
model would be more appropriate than an additive 
(linear) model that has been suggested. Our re- 
sponse to this argument would be that in our pre- 
sent state of knowledge there is no theoretical 
or empiric basis for choosing one model over the 
other. At any rate, if a multiplicative model 
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were indeed found to be more appropriate, we could 
always perform a logarithmic transformation of the 
Z scores and still apply the additive model. 

One thing that may not be obvious is whether or 
not aggregation of the Z scores as a single index 
makes the index invariant over occasions or com- 
munities. Assuming that identical instruments are 
used in the measurement of the health dimensions, 
and further assuming that the distributions of the 
health dimensions are normal or similar in shape 
across communities, then the single index does 
posses the property of invariance. This statement 
is based on the fact that when the scores which 
are measured on equal intervals, are derived from 
deviations from comparable norms, the scores take 
on the property of a ratio scale, with what is 
psychometrically known as a relative zero point 
(11,12). 

DERIVATION OF -T INDEX 

Although the rationale for developing -H for indi- 
viduals is also applicable to a community or na- 
tion, the heterogeneity of the population in a 
community or nation does not permit a straight 
forward aggregation of the individual -H values 
into a single index. The situation may be illus- 
trated in Figure 2. 

FIGURE 2 

Theoretical Representation of the Heterogeneity 
of the Male Adult Population in the United States 

with Respect to a Health Dimension: Weight 

Orientals Spanish Caucasians 

X =125 lbs. X -148 lbs. X =160 lbs. 

130 lbs. 140 lbs. 155 lbs 

Weight 

In this figure, the numbers along the abscissa are 
the "ideal normative weights" for the three sub - 
populations. The mean weights of the three sub - 
populations are given atop the three curves. In 
this theoretical example, more people in the 
Oriental subpopulation are underweight than over- 
weight, more Spanish Americans are overweight than 
underweight, and more Caucasians are overweight 
than underweight. This figure is, of course, an 
oversimplification, because in reality the "ideal" 
weights within each subpopulation must be contin- 
gent upon bone structure or height. Nevertheless, 
it does serve to indicate the complexity of the 
problem of generating a single index of health for 
a population. 

Theoretically, however, it should be feasible to 



derive a single index for a community or a nation 

by using the same rationale that is used in de- 

veloping an individual index. Assuming that m 
dimensions of health are used and that there are 
k subpopulations in a community, each subpopula- 
tion being of size nl, we could obtain the devia- 
tion scores from the "ideal norms" of the subpop- 
ulations in each dimension, correct the deviation 
scores by differential weighting of positive and 

negative deviations, transform the corrected 
scores into z scores and further transform the z 

scores into Z scores by adding the constant 5 to 

get rid of the negative signs. 

Before we proceed to derive the index, we would 
like to emphasize that while the "ideal norms" 
for a health dimension may differ from community 
to community or from nation to nation, the trans- 
formation of the corrected deviation scores into 
z scores is performed by treating the corrected 
deviation scores from all the communities or na- 
tions on one dimension as one variable. As long 

as the individuals from each subgroup within a 
community or nation are properly identified by 
some coding scheme, a mean Z score on a given di- 
mension is obtainable for each of the subgroups. 
The magnitudes of the mean scores are a function 
of the magnitudes of the corrected deviation 
scores from their "ideal norms." For purposes of 
simplification, we assume there are k number of 
subgroups within each community or nation. 

We write Z 1 = /nl, the mean of sub - 

groupkl for all weighted m dimensions of health, 
and = N, the total population of a commun- 
ity or nation. Then the index for a community or 
nation, which we shall designate as -T, would be: 

-T /N (nl Z..1 /ni) /N = 

Z..1 /N. 

It is seen that -T is actually a weighted mean of 
all health dimensions for all subgroups, the 

weights being the sizes of the subgroups. The 
variance of -T is: 

S2_T /N)2 (4 + 2 .wiwjrij), where i # j, 

and the summation is taken over all m dimensions 
in the aggregate. Where the dimensions are sta- 
tistically independent, the second term drops out 
and we have: m for the Ben- 

_T = /N) 

eral case. If no special weights are assigned to 
the dimensions, then we have: 

S2_T (1 /N)2(m + rij). For the independent 

case we have simply: S2_T (1 /N)2m. 

The standard error of measurement for -T would 

be: where is the mean 
Se(-T) = 

of the reliabilities of the measured health di- 
mensions. 
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The assumption that there are k subgroups within a 
community in no way implies that k is a constant 
for all the communities to be compared with the -T 
index. In fact, Community A may have three sub- 
groups and Community B five subgroups. The number 
of subgroups within a community is determined by 
the number of "ideal norms" that are required on a 
health dimension. For example, if the "ideal 
norms" for weight were the same for blacks and 
whites in the United States, then there would be 
no reason to consider blacks and whites as two 
subgroups on that particular dimension. However, 
the number of health dimensions used must be the 
same at all times for -T to be invariant over com- 
munities. 

PROBLEMS OF ESTABLISHING NORMS 

Since in most cases the mean of a measured health 
dimension would not be the "ideal norm," some 

means of establishing the norm had to be found. 
One approach would be to convene a large panel of 

medical experts and assign'to it the task of re- 
commending the "ideal norms" for age -sex specific 
groups on various health dimensions. This panel 

could also be charged with the responsibility of 
determining the weights of the various dimensions 

for the purpose of aggregating them into a single 
index when such an index is required. In the ab- 
sence of objective data for decision making,a con- 
sensus of the opinions of these medical experts 
based on the largest body of available medical 
evidence could constitute a reasonable approxima- 
tion to objective criteria. 

Where there is any theoretical or empirical basis 

for believing that the health dimensions are re- 
lated to mortality and /or morbidity, one can 
easily determine the points or ranges of these 
measured dimensions within which mortality and 
morbidity are at the lowest, given that the appro- 
priate data are either available or obtainable. 
For purposes of aggregating the health dimensions 
into a single index, one can apply regression or 
discriminant analysis to determine the optimum 
weights for these dimensions that are most pre- 
dictive of mortality and morbidity. 

SOME CLOSING REMARKS 

It has been pointed out that the decision to use 
an aggregated index and the kinds of health dimen- 
sions in the index must depend on the purpose 
which the index is to serve. In terms of mortal- 
ity and morbidity data, the index composed of such 
data cannot appropriately serve as an outcome mea- 
sure unless a health program is aimed at overall 
reduction of mortality and morbidity from all 

causes. Also, in using the index for cross -com- 
munity comparisons, it may be necessary to differ - 
rentiate mortality and morbidity by cause, so that 

the index comprises only those dimensions that are 
applicable to all the communities compared. For 
example, it would not be fair to compare New York 
City with a quiet rural town in Wyoming in terms 
of an index that is composed of mortality and mor- 
bidity data that include automobile deaths and in- 
juries, for the simple reason that there may not 



be any automobile in the Wyoming town. x' = X - 

A look at the formula for standard error of mea- 
surement for either of the two indices reveals 
that it is a function of two computed statistics: 
S_H (or S_T) and F,. If is unity; that is, 

if all measured dimensions nave perfect reliabil- 
ity, then Se(_H) or Se(_T) reduces to zero, indi- 

cating no measurement error, regardless of the 
magnitude of S_H or S_T. the other hand, if 

is zero, then Se(-H) S_H and Se(T) S_T, 

the standard deviation of the -H or -T values. 
The lesson to be learned here is that one can 
always increase the precision of the index by in- 
creasing the reliabilities of the various mea- 
sures of the component health dimensions, 1y re- 
ducing the variability of the group or subpopula- 
tion through judicious selection of "ideal 
norms," or by doing both. 

A couple of caveates are now in order. First, 
the -H or -T index is meant to be a general in- 
dex, hopefully useful for research and admini- 
strative purposes. It is not meant to be a diag- 
nostic tool for ascertaining the degrees of 
threat of life from a variety of potential risk 
factors. For example, the fact that Individual A 
has a lower -H value than Individual B does not 
necessarily mean that Individual A has a longer 
age corrected life expectation than that of Indi- 
vidual B, for the simple reason that Individual B 
may have undiagnosed cancer of the lung and this 
information is not incorporated into the -H in- 
dex. Such information would be useful for the 
development of indices that are ill- oriented 
rather than health- oriented, as the -H and -T in- 

dices are. 

Another caveat is that, like most indices that 
have been designed, the -H or -T index does not 
possess inherent validity. In fact, with the ex- 
ception of a few indicators in the mental health 
area, most health indicators that are in exis- 
tence do not provide information on validity and 
reliability. If these indicators are to win ac- 
ceptance in research quarters, they must be ac- 

companied by such information, in thè same way 
that standardized aptitude and achievement tests 

must be accompanied by such information. 

APPENDIX 

Algebraic Proof that the Variance of Transformed 
Scores Not Based on First and Second Moments of 
the Distribution of a Random Variable Is Less 
than Unity. 

Let X be a random variable, the means of this 
variable, the "ideal norm" that differs from 
X by d. 

We write: 

3 7 

216 

X' 

Then x - = (X - X') - (X - = d 

x' = x + d 

x = + nd nd (1) 

,2 2 
2 2 (x + d) 

2 
x + 2dx + d 

,2 2 2 2 2 
Ex + 2dEx + nd ==x + nd (2) 

2 2 2 2 2 2 
Sx, /n =Ex In + d = Sx + d (3) 

zx, x'/ Sx 
, 

Ezx x' (4) 

Sx, 

Substituting (1) into (4), we ave 
1 

zx, = (nd) (5) 

Sx, 

2 1 2 
= S2 rx' (6) 

x, 

Substituting (2) into (6), we have 

1 

=- + nd2) (7) 
Sx (8) 

Substituting (3), (5) and (7) into (8), we have 

2 2 2 2 
2 +nd d 

Szx, d2 n(S2 + d2) 

n 

tx2 + nd2 - n5) 

S2 + d2 

If d2 0; that is, if = X, then 

2 l 
Ex2 SX 2 2 

Szx ' Szx = 1 

Since for any given sampleix2, n are all con- 

stants, Six, = 1 whenever >0. 
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SELECTED SOURCES OF PUBLIC TRANSFER MONEY INCOME FROM 
THE CURRENT POPULATION SURVEY 

by 

John F. Coder 
Social and Economic Statistics Administration, Bureau of the Census 

Introduction 

In recent years, there has been rising interest 
in the distribution of income by income class 
intervals for families and unrelated individuals 
in the United States. Much of this interest has 
been directed toward the distribution and effect 

of public transfer payments. The purpose of this 

paper is to describe a source of more detailed 
information on four types of public transfer pay- 
ments and to explain the methods that can be used 
to extract this information from the March Cur- 
rent Population Survey data file. The four types 

of public transfers to be discussed in this paper 
include (1) unemployment compensation, (2) work- 
men's compensation, (3) government employee 
pensions, and (4) veterans' payments. 

Since 1947, the Bureau of the Census has collect- 
ed annual money income information in the March 
supplement to the Current Population Survey (CPS). 

As the need for more accurate and more detailed 
income data has grown, the income supplement pro- 

gram to the March CPS has been revised several 
times to improve and expand the quality and quan- 
tity of income data collected by the Bureau of 
the Census. Shown in Figure 1 is the March 1971 
income questionnaire. The use of the detailed 
"yes -no" response circles as shown in Questions 
48b, 48d, and 48e was adopted beginning with the 
March 1969 CPS for the purpose of reducing the 
chance that an interviewer or respondent would 
overlook a particular type of income that the 
respondent received but would otherwise fail to 
report. Although, these "yes -no" response cir-1 

Iles were first introduced to aid in the informa- 
tion collection process, recent inquiries have 
been made as to how the "yes -no" response circles 
could be used to obtain more income information 
for detailed money income sources. 

Data Collection and Availability 

In March of each year, the eight income questions, 
as shown in Figure 1, are asked of each person 
14 years old and over in each CPS sample house- 
hold. (Sample size for the March 1971 CPS was 
about 50,000 households.) The interview proce- 
dure requires the interviewer to ask each ques- 
tion, word for word, as printed on the question- 
naire, for each eligible person in the sample 
household. If the person did not receive a spe- 
cific type of income, the appropriate "none" or 
"no" circle is marked. If the person reports 
that he (she) did receive a specific type of in- 
come, the "yea" circle is marked and the dollar 
amount is recorded. For questions containing 
more than one set of "yes -no" response circles, 
(Questions 48b, 48d, and 48e), each "yea" or "no" 
response for each income type is recorded in se- 
quence after which the amounts of income received 
are summed and recorded. This procedure allows 
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only one amount to be recorded for each question, 
even though the respondent reported receiving 
income from two or more of the types covered in 
that question. 

Beginning with the March 1969 CPS, the response 
to each set of "yes -no" circles has been carried 
on the tape file for each person 14 years old or 
over. Data for income years 1968 through 1972 
can be tabulated using the "yes -no" response 
indicators on the March CPS file. This paper, 
however, is limited to a discussion of 1970 
income data. 

Definitions of Public Transfer Income Types in 
Question 48d 

The Bureau of the Census definition of income is 
restricted to only the periodic receipt of money 
income .1/ Therefore, any lump sum payments, 
regardless of their sources are conceptually ex- 
cluded. In order to insure that all procedures 
and concepts in collecting income data are fully 
understood, the CPS interviewers are retrained 
in March of each year prior to the March CPS 
operation. 

Following is a description of the four types of 
public transfer income covered in Question 48d 
of the March CPS supplement questionnaire. 
Although the majority of the income included in 
these types is paid by governmental agencies, 

non -governmental payments such as union 
strike benefits are also included. 

Unemployment Compensation. Amounts to be in- 
cluded as unemployment compensation are money 
received from governmental unemployment in- 
surance agencies or private companies and 
strike benefits received from union funds. 
Also included are money received for trans- 
portation and /or subsistence by persons par- 
ticipating in the Area Redevelopment Act and 
the Manpower Development Training Act. 

Workmen's Compensation. -- Amounts to be in- 

cluded as workmen's compensation are money 
received periodically for injuries incurred 
at work. This money must have been paid 
under workmen's compensation laws required by 

all states or from private insurance compan- 
ies where the insurance was paid by the em- 
ployer, not by the employee. 

Em -- Amounts to be 

included as government employee pensions are 

money received from retirement pensions paid 
by Federal, State, county, or other govern- 
ment agencies to former employees, including 
pensions paid to retired members of the 
Armed Forces and their survivors. 



Veterans' Payments. -- Amounts to be included as 
veterans' payments are money payments made 
periodically by the Veterans Administration 
to disabled members of the Armes} Forces or to 
the survivors of deceased veterans. Also in- 
cluded are subsistence allowances paid to 
veterans for education and on- the -job training. 

Excluding Unusable Sample Cases 

As a result of the design of the income question 
(i.e., grouping of the income types within one 
overall question using "yes -no" response circles) 
and method of data processing, there are a number 
of cases which must be excluded from the overall 
sample before data for individual "yes -no" 
responses can be tabulated. 

First, the indicators of a "yes -no" response on 
each person's computer data record for each 
income question having "yes -no" response circles 
are "unedited." "Unedited" means that these in- 
dicators have not been checked and edited to be 
consistent with the reported dollar amount. Due 
to very tight quality control, inconsistent 
cases occur infrequently. However, since the 
amount reported for an inconsistent "yes -no" 
response cannot be attributed to any single "yes" 
response, these cases should be excluded from 
any analysis of income using "yes -no" response 
circles. 

Also, nonrespondents need to be excluded from the 
sample. Since the CPS income processing 
procedures allocate income to non- 

respondents by each overall question and not by 
individual "yes -no" response circle, allocated 
cases must be excluded. For the March 1971 CPS, 
the nonresponse rate for Question 48d was about 
5.6 percent. This means that 5.6 percent of all 
persons did not report the amount of income they 
received from this source. 

Fine1iy, because only a single dollar amount is 
carried on each person's computer record for each 
income question regardless of the number of "yes" 
responses for income types within a single ques- 
tion, amounts for persons with more than one 
"yes" response cannot be assigned to any specific 
income type, e.g., if "yes" responses were made 
to both government employee pensions and veter- 
ans' payments there is no good method of sepa- 
rating the amount reported for each source. 
Therefore, in order to examine the individual 
income types in Question 48d, persons reporting 
the receipt of more than one type of income must 
also be excluded. About 4.3 percent of the "fully 
reported" persons with income (all "yes -no" re- 
sponses filled and work experience unallocated) 
reported receiving more than one of the income 
types covered in Question 48d. After eliminating 
persons with the above problems, the remaining 
universe in 1970 represents about 84 percent of 
all persons 14 years old and over with income 
from these sources. 

Analysis of Data from the March 1971 CPS 

Shown below in table 1 is the distribution of 
"yes" responses in Question 48d. 

Table 1.-- Question 48d, Public Transfer Income by Type of "Yes" Response for 
"Fully Reported" Persons Reporting a Dollar Amount: March 1971 CPS 

Type of "YES" Response Number (thousands) Percent 

Total 9,749 100.0 

Only One "yes" response marked 9,334 95.7 

Unemployment Compensation 3,657 37.5 

Workmen's Compensation 785 8.1 

Government Employee Pensions 1,335 13.7 

Veterans' Payments 3,557 36.5 

All "yes" response marked 

Other combinations 415 4.3 

- Represents zero 

The other combinations group includes combinations of any two or three "yes" 
responses. There are no persons receiving all four types. 
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The most important finding in table 1 is the 

large proportion of persons reporting only one 

"yes" response. For March 1971 CPS, about 95.7 
percent reported receiving only one of the four 
types covered in Question 48d. This means that, 
as previously mentioned, only about 4.3 percent 
of all "fully reported" persons reported re- 
ceiving more than one of the income types covered 
in Question 48d. If the proportion of persons 
receiving more than one type of income for a 
question designed such as Question 48d becomes 
too large, information is lost because the in- 
come for these persons cannot be attributed to 
one specific income type. This would suggest a 
need for either rearranging the types of income 
into different groupings or completely sepa- 

rating the types of income into individual 

questions. 

Of the total "fully reported" persons with income 
in Question 48d, 37.5 percent reported receiving 
unemployment compensation only, 8.1 percent re- 
ported receiving workmen's compensation only, 
13.7 percent reported receiving government em- 
ployee pensions only, and 36.5 percent reported 
receiving veterans' payments only. As would be 
expected, no person reported receiving all four 
sources (all "yes" responses). 

Shown in table 2 are the income distributions 
for the four types of public transfer income for 
"fully reported" persons with a single "yes" re- 
sponse for the March 1971 CPS (1970 income). 
The 1970 median incomes for these public trans- 
fers were: 1) Unemployment compensation, $449, 
2) workmen's compensation, $445, 3) government 
employee pensions, $2,626, and 4) veterans' 
payments, $857. 

Shown in table 3 are data on the recipiency 
rate and median income for each of the public 
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transfer income type by selected persons' char- 
acteristics. These data indicate that in 1970 

about 4.9 percent of all male family heads with 
income received some income from unemployment 

compensation, for which the median income amount 
received was $451. Also, about 5.0 percent of 
all male family heads with income received some 
income from veterans' payments, for which the 
median income amount received was $907. 

It should be noted that, because the data pre- 
sented here are estimates based on a sample, 
they are subject not only to sampling variabili- 
ty but errors of response and nonreporting. In 

most cases the income questions are based on the 
respondent's memory rather than on records. This 

memory factor in data derived from field surveys 
of income probably produces underestimates, es- 
pecially of irregularly received types of income 

such as unemployment and workmen's compensations. 

Statistical Comparisons Between Household Survey 

and Administrative Record Data 

At present, work is being undertaken to compare 
statistically, public transfer income data col- 
lected from the March CPS to data obtained from 
administrative records of Federal and State gov- 
ernments which administer these programs. As 
these analyses are completed, they will be made 
available in future publications. 

March CPS money income represents income 
prior to any deductions such as income tax, 
Social Security, health insurance, union dues, 
etc. 

Nonrespondents are allocated an income amount 
for each unanswered question by assigning the 
income reported for that question by a respondent 
with similar social and economic characteristics. 



Table 48d, PUBLIC TRANSFER INCOME 1970 -ALL PERSONS 14 YEARS OLD AND OVER REPORT/NG 
ONLY ONE RESPONSE: MARCH 1971 CPS 

(Persons 14 years old and over as of March 1971) 

Type of 

Number fully 

with 

Percent Distribution 

income 
(dollars) (dollars Total to to 

$499 

$500 
to 

$699 
to 
$999 

$1,000 
to 

$1, 499 

$1,500 
to 

$1,999 

$2,000 
to 

$2,499 

$2,500 
to 

$2,999 

$3,000 
to 

$4,999 

$5,000 
to 

$6,999 

17,000 
to 

$9,999 

$10,000 
and 
over 

Unemployment Compensation 3,657 100.0 11.7 24.9 18.1 12.7 12.2 11.8 6.0 1.8 0.3 0.4 0.2 - (Z) 449 620 

Workmen's Compensation 785 100.0 12.0 27.9 13.7 9.0 7.8 10.2 6.7 4.2 3.1 3.9 0.6 0.8 - 445 877 

Government Employee Pensions 1,335 100.0 0.4 1.5 3.8 3.7 7.3 10.4 10.5 10.0 9.5 25.0 10.9 4.5 2.4 2,626 3,166 

Veterans' Payments 3,557 100.0 3.3 8.4 14.8 12.6 20.6 16.8 6.7 6.1 3.3 4.0 2.5 0.4 0.3 857 1,230 

- Represents zero Z = Lese than 0.05 percent 

Table 3. PERSONS PUBLIC TRANSFER INCOME IN 1970 AS A PERCENT ALL WITH AND MEDIAN PUBLIC TRANSFER INCOME, 

BY TYPE OF PUBLIC TRANSFER INCOME, BY SELECTED PERSON'S CHARACTERISTICS 

Unemployment 
Compensation 

Workmen's 
Compensation 

Government 
Pensions 

Veteran's 

Selected 
Characteristics Z/ 

Persons with this 
source as a percent 
of all persons 
with income g/ 

Median 

(dollars) 

Persons with this 
source as a percent 
of all persona 
with income 

Persons with this 
source as a percent 
of all persons 
with income 

Median 

(donate) 

Persons with this 
source as a percent 
of all persons 
with income 

Median 

Male family head 4.9 451 1.3 441 1.8 3,254 5.0 907 
Female family head 2.9 432 0.7 (B) 1.5 (B) 5.1 939 
Other family member 5.5 414 0.7 357 0.9 1,838 2.6 640 
Unrelated individual 2.8 571 0.6 633 2.7 2,150 5.6 852 

White male 4.4 466 1.0 436 1.5 3,232 4.8 881 
Negro and other races, male 4.4 425 1.2 (B) 0.8 (B) 3.5 1,269 
White female 2.5 437 0.4 1.2 11945 2.0 754 
Negro and other races, female 2.5 352 (Z) (B) (Z) (B) 2.0 860 

14 to 24 years 2.7 375 0.4 374 (Z) (B) 1.4 552 
25 to 64 years 4.4 455 1.0 453 0.9 2,493 3.2 1,164 

65 years and over 0.7 768 (Z) (B) 4.6 2,237 4.3 891 

B = Base lese than 75,000 Z = Leas than 0.05 percent 

Characteristics as of March 1971. 

In order to obtain the recipiency rates, the number of persons who reported only one type of income in Question raked to the total number of persons 
receiving income in this question assuming those persons excluded from the sample received these types of income in the proportion as did the 

reported persons Who reported reoeiving only one type of inoome. 



Figure 1.--The March 1971 CPS Income Supplement Questionnaire 
34. In 1970 how many weeks did ... 40. Did... lose any weeks of 42. When...was working in 1970, did he 

work either full time or part time in 1970 because he was no layoff usually full time port time? 

(Include paid aatin and 

a lob e 

house? (Icl 
not counting work mound the 

sick leave) 

You said...worked about 

(entry in item 34) weeks In 1970. 

How many of the remaining 

(52 minas in item 34) 

was...looking for work an layoff 

from a jab? 

(Nark 

everts) 

If 1-49 /Skip . 
if 50-52 (Skip 40) 

None 

(Ask 35) 

35. Even though ...did not work in1970, 

did he spend any time trying to find 

a ¡ob? 

Yes O 
(44 
items 
36-37) 

No O (Skip 
item 37) 

Disk 
oad ask 39) 

None 

(Skip to 4)41 

Yes O 
(Skip 42) 

No O 

Full-time O Part-time 

41A. INTERVIEWER CHECK ITEM 
Are weeks accounted for in 
items 34 3B? 

(Skip 
Yes O No O 

(Ask 

42) 418) 

43. What was... 's longest ¡ob 
in 1970? (Compere 
entry is item 23) 

Sane os item 23.... O 
Different front item 23 0 

(or item bleak) 

(Skip ilea 44) 

(Specify 
to item 40) 

43k NAME OF EMPLOYER 

36. How many different weeks was... 
looking for work on layoff free 
a job? 

1-4 wks. O 27-39 wks. O 

5-14 wks. 

15-26 wks. 

40 wks. 

O or more 
(Ask 

39. Were weeks ... was looking 

work (or on layoff) all in one. 

stretch? 

Yes - I stretch O 
No -2 stretches O 

item 41AI 
No - 3+stretches 

37. What was the mitt reason... did not work in 1970? Woe he... 

III or disabled and unable to work O 

Taking care of home or family 

Going to school O 

Could not find work 

In Armed Forces 

Retired 

418. Whet was... doing most of the 

remaining weeks in 1970? 

Was he ... 

III or di.bled and 

unoble to work 

Taking care of home or family 

Going to school 

In Armed Forces 

Retired O 
Other O 

(Ank item 42) 

4313. INDUSTRY 

FOR OFFICE ONLY 

43C. OCCUPATION 

43D. CLASS OF WORKER 

PRIVATE P 0 
GOV'T G O 
SEL F-EMP 0 O 

Yes O 
INC. 

No 

WITHOUT PAY... WP 

INDUSTRY 

0 0 0 AO 
1 0 0 BO 
2 0 0 CO 
3 0 0 00 
4 0 0 E 

5 0 0 FO 
6 0 0 GO 
7 0 0 0 H 0 
8 0 0 0 0 
9 00 0 K 

LO 
MO 

OCCUPATION 

0 0 0 0 N 0 
I 0 0 0 P 

2 0 0 0 Q 

3 0 0 0 R 

4 0 0 0 S 0 
5 0 0 0 0 
6 0 0 0 
7 0 0 V 

8 0 0 WO 
9 0 0 X 

YO 

(For persons or in 43)3, 

Same in 43 and or in 23D) 

44. Does...belong to a labor union? 

Yes O No O 

INCOME IN THE YEAR in the space provided in items 45-44e and nark appropriate dotted numbers.) 

LAST YEAR (1970) How much did... receive: 

45. In wages or salary before any deductions? 

CPS-581 

46. In net income from his own business or professional 

practice or partnership? 

CPS-581 

Gross 
income 

minus 

Business 

Net 
income 

equals 

None 

Lost 
Money 

MARK 

NET INCOME 

47. In net income from his own farm? 

Gross 
income 

Business 
expense 

Net 
income 

CPS-581 

minus 

equals 

: 
None : 

Lost 
Money 

MARK 

NET INCOME 

48. During 1970, Ad...receive 

48a. -Social Security or Railroad 

Retirement checks from the 

U.S. Government? 

any money from: 

Yes O No O 

How much 

altogether? 

CPS-581 

486.-Estates,trusts or dividends? 

Yes O No O 
-Interest on savings accounts 

or bonds? 

Yes O No O 
- Net rental income? 

oYes 
O 

How much 

altogether? 

CPS581 

Lost money 

No 

Wk.-Welfare payments or other public 

assistance families aid 
dependent children, age assistance, 

or aid to the blind totally &sallied)? 

Yes No 

How much 

CPS581 

ad.-Unemployment compensation? 

Yes No O 

-Workmen's compensation? 

Yes No 

employee 
pensions? 

Yes No 

-Veteran's payments? 

Yes No 

How much 

together? 

-Private pensions or annuities? 

Yes O No 

- Alimony? 

Yes No 

-Regular contributions from persons 

not living in this household? 

Yes O No 

-Anything else? 

Y. No 

flow much 

altogether? 

CPS581 
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TWO SAMPLE PROBLEMS 
FOR A DICHOTOMOUS VARIABLE WITH MISSING DATA 
Janet Dixon Elashoff, Stanford University 

amd Robert M. Elashoff, University of California, San Francisco 

Introduction. Incomplete or missing data is 
a major problem in many fields. Data may be in- 
complete due to subject nonresponse or refusal to 
cooperate, transcription errors, random loss, or 
to a variety of other reasons. As a consequence, 
statistical techniques to deal with incomplete 
data are necessary. One common approach is sim- 
ply to delete and ignore the incomplete cases. To 
select an appropriate technique, however, some - 

must be known about the kind of observations 
missing and the variables influencing 

the loss of certain observations. 
Two sample problems with binary data are con- 

sidered in this study. These problems are formu- 
lated in section 2 along with specific probability 
models to describe the missing observations. In 
later sections, we describe and explain the diffi- 
culties encountered in parameter estimation for 
the sampled populations, discuss estimation and 
tests for differences and ratios of the parameters, 
and give recommendations for data analysis. 

Problem formulation, Models, Notation. Many 
studies to compare the effectiveness of different 
treatments have nonrespondents. For example, sup- 
pose patients with a certain disease are assigned 
either an active drug (x = 2) or a placebo (x = 1) 

in a double blind study. The placebo has the same 
side effects as the active drug, but presumably it 
does not have the same curative or palliative ef- 
fect as the active drug. A follow -up study is 
made and each patient is scored as improved (y = 1) 

or unimproved (y = 0) on a response variable y. 
Lack of improvement may cause some patients to drop 
out of the study or refuse to cooperate further. 
Improvement also may give patients a reason to drop 
out or a chance to leave the area. In either case 
the y measurements are unknown. Clearly, under 
these circumstances, a missing y may be influenced 
by whether or not the patient is improved but not 
directly by the drug the patient received. The 
goal of the clinical study is to compare the prob- 
ability of improvement for the active drug (p2) 

with the probability of improvement for the place- 
bo (p1). 

A statistical model for such problems is de- 

fined in this way. A random sample of i = 1, 

2, individuals is given treatment x = i, and 

of these individuals are observed on the binary re- 
sponse variable y. No measurement error exists. 
Denote by pi the probability that y 1 when x = i. 

The value of x is known for each of the (N1 + N2) 

individuals. Define 
q(x,y) P(an individual's y is recordedlx,y). 

We can distinguish four particular specifications 
of q(x,y): 

(1) q(x,y) = q, 
the missing data occur at random; 

(2) q(x,y) = 

the probability of missing data depends on an indi- 
vidual's y value but not his x value; 

(3) q(x,y) - 
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the probability that an individual's score is 
recorded depends only on the population he is 
from; or 

(4) q(x,y) = q xy 
the general case where the probability of missing 
data depends on both x and y. 

The second specification, case 2, is more 
appropriate for problems like the drug example 
described above. We investigate the question of 
how much it matters whether we base our statis- 
tical analysis on case 1 or case 2. 

Our goals are to estimate the population 
quantities pl and p2, to estimate the comparative 
population measures 

1. D- -p2, 

2. R = pl /p2, 

pl /(l -p1) 
3. OR p2/(1-p2) 

and to propose significance tests and confidence 
intervals for these three population measures. 

Under cases 1 and 3, standard estimators and 
inference procedures for pl, p2, D, R, and OR may 

be usei conditional on the observed sample sizes, 
n1 and n2. Under case 4, there is insufficient 

information to estimate pl and p2 or the functions 

D, R, or OR since only 4 of the 6 parameters can 
be estimated from the data. Our study investi- 
gates the maximum likelihood estimators for the 
parameters pi, D, R, and OR under case 2, examines 
asymptotic and small sample results for condition- 
al and unconditional means, variances, and mean 
squared errors of the estimators, and compares 
their behavior to that of case 1 estimators. 

Estimation of the pi. Under case 1, when 

q(x,y) = q, and the missing observations occur at 
random, the (Ni - ni) missing observations can be 

ignored and the remaining observations regarded as 
random samples of size ni. Let ri be the number 

of individuals for whom y 1 out of the ni actu- 

ally observed in population i. Then the ml esti- 
mators of pl, p2, and q are 

(5) = ri /ni 

(6) 4 - (n1 + n2) /(N1 + N2). 

Standard distribution theory applies to these esti- 
mators. 

When q(x,y) = and case 2 holds, the 

estimators are derived by the following argument. 
Let 

al a2 - g1p2; 

ßl q0(1 -p1), 82 q0(1 -p2). 

Then, the likelihood of the two samples becomes 

2 
r (n -r (N -n ) 

(8) L= C i i i 
i =1 



After differentiating L with respect to the ai and 

ßi and setting the resulting equations to zero, we 

find 

(9) ai = ri /Ni, (ni- ri) /Ni. i = 1, 2. 

Since the parameter set (al, a2, is a one - 

to -one transformation of (p1, p2, ql, q0) 
when 

pl # p2 
and neither ql nor q0 equal to zero, the 

ml estimators of pi, 
q0, q1 can be obtained from 

equations (7) and (9) as 

Pli (ri/N.) r1) -N1(n2 r2)J(nlr2 r1n2) 

(10) = (n1r2 n2r1) /(N1r2 N2r1) 

= (n1r2 n2r1) /(N2(nl r1) -N1(n2 r2)). 
We note that these estimators of 

pl, p2, q1, q0 
break down when pl = p2. Clearly, when 

we have only a single sample from which it is im- 
possible to obtain even a consistent estimator of 
p under case 2. Mathematically, when 

then al = a2 a and = 
2 

= and although ml 

estimators of a and ß, or q1p and q0(1 -p), exist 

the parameter set (a,ß) is not a one -to -one trans- 
formation of (p, q0, ql) and ml estimators for 

p, q0 do not exist. 
In practice, additional difficulties arise 

with the use of this estimation method even 
when ̂p1 # p2. Samples in which < 1 and 

/132) < 
1 or in which both ratios are greater 

than one lead to some of the (pl, 
p2, 

being negative. This situation not infrequently 
occurs when pl is close to p2 or the ni are small. 

Such a difficulty implies that the ml estimators 
are not very precisely determined. If we con- 
strained the , ßi so that the preceding inequal- 
ities would not occur, we would essentially be 
setting pl = p2 in which case p cannot be esti- 

mated. 
Under case 2 where q(x,y) = both pli and 

pli 
have asymptotic normal distributions for 

pl p2. The mean of pli is which equals 

+ (1- pi)(10) and the asymptotic mean of 

pli 
is pi. The asymptotic conditional and uncon- 

ditional variances of pli and are given in 

Elashoff and Elashoff (1971). The asymptotic 
variance formulas for pli contain the term 

in the denominator indicating that for 

small the variance of pli will be large. 

For tests of the null hypothesis HO 
: pl p2 

under cases 1 or 2 el - 02 if and only if pl 
= p2 

(for neither q0 = 0 or ql = 0), and thus a test of 

pl = p2 
may be carried out by standard methods 

such as the Fisher -Irwin test conditional on 
nl, n2, and r1 + r2. 
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Estimation of D, R, and OR. The population 
measures D, R, and OR, or log OR are frequently 
used quantities for comparing pl and p2. In this 

section we discuss their estimation when q(x,y) =qy. 

Although inferences about D, R, or OR will usual- 
ly be based on conditional variance formulas, a 
detailed numerical study of asymptotic formulas 
and small sample behavior conditional on possible 
n1 and n2 pairs is unwieldy and consequently dis- 

cussions will focus on unconditional results. To 
evaluate the usefulness of asymptotic formulas for 
comparisons and to examine the behavior of the 
estimators in small samples, exact unconditional 
means and variances were calculated. For example, 
the exact mean of D1 is 

N 

P(r1)P(r2)P(n1)p(n2) 
(11) 

n r 
D1 1- P{n1=0 or n2=0} 

2= 1 
-1 r2 

1 

where 
r (ni ri) 

p (r1) ' i (1 -9i) and p (ni) = 

(1- 
ni) 

Note that results were obtained conditional on 
0, and n2 0 and that for n1r2 = n2r1 we 

defined O. Calculations were made for N 
1 
=N 

2 
= 

20, 50, for pl, p2 = .10, .25, .50, .75, .90 and 

= .50, .75, .90, 1.0. Summary results may 

be found in Elashoff and Elashoff (1971). 
Estimators for D are obtained by substitution 

of or 62i in D = (p1 -1 p2) and are given by 

(12) D1 = - 
1 2/ 

for case 1, and 

r1 r2 N2(n1 - r1) - N1(n2 - r2) 

(13) 
D2 

N1 N2 
(nlr2 

- n2r1) 

for case 2, when pl 
# p2. 

Both D1 and D2 have asymptotic normal distribu- 

tions under case 2. Asymptotic conditional and 

unconditional means and variances are given in 
Elashoff and Elashoff (1971). 
The estimator D2 does not exist when pl p2; the 

presence of the term (02 -01)4 in the denominator 

of the conditional variance of D2 demonstrates 

that D2 will have a large variance when p1 is near 

p2. 62 is a consistent estimator of D while D1 

is not consistent unless ql = q0 or pl p2; the 

bias in D1 is (e1 -1 -e 
2 
) 
- 

(p 
1-p 2 

) independent of N. 

Examination of unconditional asymptotiR and 

small sample results indicate that neither D1 nor 

D2 provides a good estimate of D in general. Un- 

less ql = q0 or pl p2, 
may have considerable 

bias, and unless N1p1 
-p21 

is large D2 has a rela- 

tively large variance. 



In small samples, 82 is biased; both the bias 

and the variance of D2 decrease as N increases, so 

for sufficiently large N, mse(62) < mse(81) unless 

pi - = q0. We note however that for 

Ni - N2 = 50, mse62) < only for > 

.4 and large. 

Let us now consider the estimation of R. 
Maximum likelihood estimators for R = are 

(14) - r1 n2 

and 

(15) R2 = 

21 
for cases 1 and 2, respectively. Under case 2, 

R1 and R2 have asymptotic normal distributions 

with means and conditional and unconditional vari- 
ances as given in Elashoff and Elashoff (1971). 

The estimator is consistent if and only if 

ql - q0 
or pl = p2, otherwise the bias is 

81 

(16) bias al) = (q1-q0) (P2- , 

R2 is consistent. Note that the ratio of the 

asymptotic conditional variances, var /var 82, 

equals 

(T2) ( 
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1 

which should approach 
p2g1 + (1 -p2)g0 2 

(1- 

for large N. Thus var /var 82 < 1 for 

(q1 - q0)(p2 - pl) < 0 or (q1 - q0) (1 - R) < 0. 

The ratio of asymptotic unconditional variances 
varies with (q1 - 

q0)(p2 
- pl) 

in a similar way 

but is generally smaller than the ratio of condi- 
tional variances. 

Asymptotic unconditional formulas for the 
mean squared errors of R1 and R2 were compared for 

N 200 for the parameter sets defined earlier. 
Except for cases where ql - q0 or pl - p2, when 

R1 is unbiased, /mse(R2) was generally 

greater than .84 and frequently greater than 1.0, 
which suggests that use of prove general- 

ly satiafaRtory in large samples. 
Both R1 and R2 are biased in small samples. 

The bias in R2 is independent of pl and decreases 

slowly with increasing N and increasing ql (it is 

almost unaffected by q ). The range of percentage 
bias in R1 is similar fo that of R2 when ql 

- q0 
but generally larger when ql # q0. For investi- 

gators interested in using the estimator can 

be corrected for bias using standard methods. 
Comparisons of exact mean squared errors for 

81 and when N - 20 and N 50 demonstrate that 
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asymptotic formulas provide good indications of 
the size of mse(Rl) /mse(82) in small samples. The 

ratios of exact to asymptotic unconditional vari- 
ances are quite similar for and The exact 

variances are generally larger than the asymptotic 
variance formulas for both R1 and. except for 

pl = p2 
and N 20; for N 50, the ratios vary 

from 1.0 to 3.7, being close to 1.0 for R < 1.0 
and larger for R > 1.0. 

On the whole then, 82 should provide a rea- 

sonable estimator of R for N not too small. 
The estimators of OR for case 1 and case 2 

both reduce to 

(17) OR r1(n2 - r2) 
r2(n1 - 

This estimator is asymptotically unbiased under 
both cases. The asymptotic conditional and un- 
conditional variances of A-771-. OR under case 2 

are given in Elashoff and Elashoff (1971). 
The independence of the form of the estimator 

from q(x,y) suggests that the use of OR will be 
robust to q(x,y). Although asymptotically un- 
biased, may have a substantial bias for 
N1 N2 20. Generally the bias is of the order 

of 20% to 50% of OR, although it does not contrib- 
ute appreciably to the mean square error. The be- 
havior of OR in small samples does not seem to de- 
pend particularly on 'pi - p2I or 

Iq1 
- For 

N1 N2 = 20, the exact variance may be from 2 to 

5 times larger than the asymptotic variance for 
the parameter sets investigated. 

To estimate OR, OR (or a modification to re- 
duce bias) can be used for either case 1 or 2. 
Uniformly most- accurate confidence intervals can 
be constructed for OR using the noncentral dis- 
tribution of r1, r2 conditional on (r1 + r2), 

N1, N2 (see Lehmann, 1959). This noncentral dis- 

tribution is the same for both cases. 
Some authors prefer log OR to OR. Of course 

the estimator of log OR has the same property of 
invariance under cases 1, 2, and 3 as does the 
estimator of OR. Haldane (1955), Anscombe (1956) 
and Gart and Zwiefel (1967) have recommended the 

substitution of pi + for and (1 -pi) + i 
for (1 -pi) to reduce the bias of the estimator of 

the logit. This would result in the estimator 
(rl + 1/2)(n2 - r2 + 1/2) 

(18) log - log + 1 /2)(n1 - r1 + 1/2) 

Uniformly most accurate confidence intervals for 
log OR could be constructed in the same way as for 
OR. 

Conclusions. We have studied two -sample pro- 
blems with dichotomous data in which the probabil- 
ity that an individual score will be missing de- 
pends on the value of that score. 

Estimation of the pi and ql, q0 and estima- 

tion of D - pl - p2 break down unless p21 is 

large. The case 2 estimator of R does not perform 



especially well for NIp1 small. This suggests 

preceding attempts to estimate D or R by a test of 

H0 : pl p2, since conditional upon nl, n2, and 

r1 + r2 such a test may be carried out by standard 

methods even when case 2 holds. Alternatively, 
since the estimator of OR is the same under cases 
1 and 2, estimation of OR or log OR rather than of 
D or R should be considered when more than a small 
fraction of the data is missing. 
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A THEORETICAL MODEL FOR PREDICTING INTERNAL MIGRATION IN THE UNITED STATES 

M. E. El Attar, Mississippi State University 
J. D. Tarver, The University of Georgia 

Interest in internal migration in the Uni- 
ted States can be traced to the state -of -birth 
data first collected in the population census of 
1850 (Lee and Lee, 1960). As a sociological phe- 
nomenon, however, internal migration in the Uni- 
ted States has been seriously studied only since 
the second quarter of the twentieth century 
(Thomas, 1938). Previous studies of internal mi- 
gration may be characterized as follows: 

1. In most cases, the relation between se- 
lected variables and migration was a segmental 
one, in the sense that it was impossible to infer 
the relation between migration and the major fac- 
tors in a changing economy. 

2. The geographic units of analysis varied 
from study to study, making it difficult to gen- 
eralize about migration from different areal 
units. 

The primary aim of the present paper is 

two -fold: First, to develop a theoretical model 
via the formulation of a systematic conceptual 
scheme that embraces those variables to which in- 
ternal migration is most highly related; and sec- 
ond, to apply this theoretical model to areal 
units in which commuting is reduced to a minimum, 
economic heterogeneity is increased to a maximum, 
and labor markets tend to be considerably smaller 
than their corresponding areas. These areas were 
delineated in 1969 by the Office of Business Eco- 
nomics and termed OBE Economic Areas (OBEA's) of 
the United States (Office of Business Economics, 
1967). 

Construction of the Theoretical Model 
According to the present theoretical model, 

the process of migration is conceptualized to be 
a result of one or any combination of the follow- 
ing three major factors: First, net migration 
produced by the continuous development and change 
in automation and technology in the United 
States; second, net migration generated by at- 
tractive or repellent characteristics; third, net 
migration produced by compulsory agencies. In 

other words, the model will use as a basic frame- 
work the concepts of mechanization, automation, 
and technological change; attraction and repel- 
lency; and compulsion. For a definition of these 
concepts, see Jaffe and Froomkin (1968); Bates 
(1969); Dunlop (1962); Rezler (1969); Lee (1966); 
Tarver and others (1967); Blanco (1962); Gossman 
and others (1967); Zipf (1946); Stouffer (1940, 
1960); Isard (1960); and Ravenstein (1885, 1889). 

Concerning the interrelationship of these 
concepts, one may assume that migration is stimu- 
lated by those occupations and industries most 
affected by technological developments and 
changes. This assumption has been substantiated 
by several studies in which professional, techni- 
cal, and kindred workers showed the highest geo- 
graphic mobility, especially fo along distance 
migration, and the farmers for short distance 
(Lively and Taeuber, 1939; Tarver, 1964b; Beshers 
and Nishiura, 1961; Miller, 1966, 1967; Ladinsky, 
1967 a and b). 

In this respect, one can assume that the 
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higher the technological developments and changes 
in certain occupations or industries relative to 
others, the greater is the geographic mobility 
of persons engaged in them. Consequently, areas 
with differentiated occupational and industrial 
structures are expected to yield different se- 
lective migration patterns. Phrased in this gen- 
eral statement, migration in the United States 
is viewed as'the result of two polar types of de- 
cisions by migrants -- voluntary impellent deci- 

sions and involuntary impellent decisions. 
The voluntary impellent decisions of the 

workers to migrate stem from their response to 
the attractive incentives they expect from other 
labor market areas to maximize their earnings, 
or the desire to improve their chances of find- 
ing a job. For the purpose of this study, then, 

it seems justifiable to represent the attraction 
or repellency of an area by those factors which 
are believed to carry great weight among the 
other factors that impel the person to migrate. 
Figure 1 shows four of the relevant factors. 
These are change in civilian employment, esti- 
mated underemployment, change in unemployment, 
and change in real median income of families and 
unrelated individuals. The dashed line origina- 
ting from unemployment implies that the rela- 
tionship between unemployment and migration is 
not simultaneous, in the sense that there exists 
a time lag between the unemployment of a person 
and his migration. A study of labor mobility.in 
Great Britain based on unemployment data for 
1923 -36 showed that the time lag between unem- 
ployment and migration ranged between a half 
year and a year and a half (Makower, et al., 
1939). 

In the involuntary- impellent decision to 

migrate, the individual encounters factors which 
compel him in the sense that he is ejected by 
them rather than being rejected by them. For the 
purpose of this study, only one factor was se- 
lected to represent this type of migration; 
namely, movements among armed forces personnel. 

Based on the above conceptual framework as 
schematically outlined, the process of migration 
is conceived in this study as an epiphenomenal 
behavior produced by socio- cultural compulsions 
whose influences on individuals vary according 
to the social division of labor in which they are 
involved and the incentives to move, which vary 
in time and space. 

The Hypotheses 
In view of the above conceptualization, 

one can state the hypotheses of this study as 
follows: 

Hypothesis 1: Net migration is function- 
ally related to shifts within occupational and 
industrial structures. Implicit in this hypothe- 
sis is the assumption that the changes within 
these structures contribute differentially to mi- 
gration. 

Hypothesis 2: There is a relationship be- 
tween changes in civilian employment and net mi- 
gration. 



Figure 1. Schema of the Theoretical Model for Predicting Internal Migration in the United States 

Automation and Technological 
Change 

Shifts in Industrial 
Structure 

Attraction or 
Repellency 

Compulsion 

Change in Occupational Underemployment Unemployment Median 
Composition Income 

Armed 
Forces 

Redistribution of 

Division of Labor 
Redistribution of Population Through 

Voluntary Impellent Migration 
Redistribution of Population 
Through Involuntary Impellent 

Migration 

Net Migration 

a. If the change in number of employed 
civilians is used, the relationship is 

direct. 
b. If the change in number of unemployed 

persons is used, the relationship is 
inverse. 

Hypothesis 3: There is a direct relation- 

ship between change in real median income of 
families and unrelated individuals and net mi- 
gration. 

Hypothesis 4: There is an inverse rela- 
tionship between underemployment and net migra- 
tion. 

Hypothesis 5: There is a direct relation- 
ship between change in armed forces personnel 
and net migration. 

Universe of Analysis and the Data 
For purpose of illustration, an aggrega- 

tion of eight OBEA's are selected. These nodal 
economic areas constitute the whole state of 
Georgia and portions of the contiguous states of 
Alabama, Florida, South Carolina, and Tennessee. 
The observational unit in this study is the 
county. There are 201 counties in the selected 
eight areas. For application on the national 
level, however, a whole area may be taken as a 
single observation (Trott, 1971). The data were 
compiled from Bowles and Tarver (1965); U. S. 

Bureau of the Census (1952, 1961, 1962); Ashby 
(1965); Kampe and Lindamood (1969). The under- 
employment estimates are based on "man -years 
economically unutilized labor "; and the income 
purchasing power was adjusted by using the reci- 
procals of the U. S. consumer price indices for 
1949 and 1959, respectively. 

The Variables and the Statistical Model 
The variables among which the various hy- 

pothesized relationships are to be measured and 
analyzed are symbolized as follows: 

Dependent Variable: 
mi estimate of the net migration of 

persons 25 to 64 years of age, 1950- 
1960, of the ith county; i 1,..., 
201. 

Independent Variables: 
= occupational change of the jth oc- 
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cu p ational group in the ith county, 
1950 -1960; j = 1,...,11. 

Iik industrial change of the kth indus_ 
trial group in the ith county, 
1950 -1960; k = 1,...,14. 

Ei = change in total civilian employment 
of the ith county, 1950 -1960. 

Ui = change in total unemployment of the 
ith county, 1950 -1960. 

Ri = real change in median income for 
families and unrelated individuals 
in the ith county, 1949 -1959. 

Di = underemployment estimate in the ith 
county, 1960. 

Ai = change in the number of armed forces 
in the ith county, 1950 -1960. 

The relation between net migration and the 
independent variables is assumed to be a func- 
tional linear relationship. The regression model 
specifying the relation between migration and oc- 
cupational change may be stated as follows: 

mi Bo + Bj Oij + ei 
where mi and Oij are defined above. 

The stepwise regression method is a suit- 
able statistical technique for this research, 
since it shows those independent variables which 
account for the most variation in the dependent 
variable by order of entry of each independent 
variable. The computations were performed by 
means of the BMD computer programs (Dixon, 1968). 

Analysis of Findings 
The findings of the study and the tests of 

the hypotheses are provided in three major parts 
as follows: 

Occupational and Industrial Changes 
Here one is concerned with testing the 

first hypothesis. Thus, in the case of occupa- 
tional change, the null hypothesis to be tested 
is that 

Ho: B1 = B2 = B11, and Bj 0(j =1,...11). 

This is equivalent to saying that there is no re- 
lationship between the net migration of persons 
25 -64 years of age, and changes in the occupation- 
al structure of employed civilians during 1950- 
1960. The same conceptualization is applicable 
to industrial changes by analogy. 

Occupational change.- -Table 1 presents the 



TABLE 1. CUMULATIVE R2, REGRESSION COEFFICIENTS AND THEIR STANDARD ERRORS, AND PARTIAL AND 
SIMPLE CORRELATIONS BETWEEN NET MIGRATION OF PERSONS -25 -64 YEARS OLD AND OCCUPATIONAL 

CHANGES IN EIGHT SELECTED OBEA's OF THE UNITED STATES, 1950 -1960 

Occupation 
and 

Intercept 

Coefficients of 

Cumulative 
R2 

Regression 
and 

Intercept 
Standard 
Error 

Correlation 

Partial Simple 
Sales 0.778 6.152 .549 .632 .882 

Craftsmen 0.878 4.565 .477 .571 .872 

Farmers 0.924 2.128 .228 .562 .199 

Professional 0.935 -3.657 .410 -.544 . 698 
Not Reported 0.954 1.051 .286 .258 .398 

Managers 0.956 1.327 .803 .120* .847. 

Farm Laborers 0.957 0.666 .365 .131* .210 

Serv. Workers 0.957 0.432 .464 .068* .551 
Laborers 0.957 0.553 .581 .069* .212 

Clerical 0.957 0.290 .476 .044* .843 

Operatives 0.957 0.114 .267 .031* .722 

Intercept -472.415 

*Not significant at .05 level. 

cumulative R2, the coefficients of regression, 
the standard errors, and the coefficients of par- 
tial and simple correlations, for the relation 
between the net migration of persons 25 -64 years 
of age and occupational changes in eight selected 
OBEA's of the United States, 1950 -1960. 

Differentiation in the effect of occupa- 
tional changes on migration is reflected in the 
patterns of the arrangements of the occupational 
categories and in the magnitude and signs of the 
regression coefficients. The direction of the 
relationship is given by the signs of the par - 
tial correlation coefficients. In all, the first 

hypothesis is confirmed. For instance, the 

"sales" category was the first in importance 
since it accounted for 78 percent of the varia- 
tion in net migration. Other occupational cate- 
gories of major importance were craftsmen, farm- 
ers, and professional workers. Change in the em- 
ployment of these three occupational categories 
accounted for 16 percent of the variation of net 
migration. The four occupational categories 
taken together accounted for 94 percent of the 
variation of net migration. This level of R2 is 
high, which indicates the success of the theoret- 
ical model, especially when we state that this 
high value of R2 is not affected by either "sat- 
uration" or "multicollinearity," as detected 
from the covariance matrix and standard errors 
of estimated regression coefficients. 

All regression coefficients are signifi- 
cantly different from zero at the five percent 
level. Values and signs of the regression co- 
efficients show differentiated relations between 
shifts in occupational structure and migration. 
The regression and partial correlation coeffi- 
cients of the occupational category of profes- 
sional, technical, and kindred workers are nega- 
tive. There= two possible explanations for 
this phenomenon. 

According to the first explanation, the re- 
versed relation of the professional category 
from a direct relationship in the zero order cor- 
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relation to inverse relationship in the partial 
correlation (and consequently a negative regres- 
sion coefficient), implies that the professional 
'category disturbs rather than enhances the pre- 
diction of migration (Table 1). 

The second explanation which, in fact, clar- 

ifies the first, is that professional workers 
have a much higher propensity to migrate than 
other workers (Tarver, 1964; Saben, 1964; Miller, 
1967; U. S. Department of Labor, 1965). Profes- 
sional, technical, and kindred workers are very 
heterogeneous group, not only in terms of de- 
tailed occupational categories, but also with re- 
gard to age, sex, color, education, marital sta- 
tus, and family size. Moreover, the heterogen- 
eity of this group means that the substitution 
among its members is inelastic. 

Industrial change.- -The null hypothesis to 
be tested is as follows: 
H0: = B2 = ...= B14, and Bk 0 (k =1,...,14). 

The multiple regression model used in esti- 
mating the regression coefficients and testing 
the hypothesis is as follows: 

Table 2 prese ts Bthe cumulative R2, the re- 
gression coefficients, the standard errors of the 
estimates, and the coefficients of partial and 
simple correlations, for the relation between net 
migration of persons 25 -64 years of age and in- 
dustrial changes in the eight selected OBEA's of 
the United States, 1950 -1960. As was the case 
with occupational change, the industrial categor- 
ies were arranged according to the importance of 
the variable in explaining the variation in net 
migration. 

The relative importance of.the industrial 
categories and the magnitude and signs of the 
regression coefficients support our hypothesis. 
As an example, the trade category was the first 
variable of importance since it accounted for 85 
percent of the variation in net migration. Other 
industrial categories of major importance were 
agriculture, construction, professional services, 



TABLE 2. CUMULATIVE R2, REGRESSION COEFFICIENTS AND THEIR STANDARD ERRORS, AND PARTIAL 
AND SIMPLE CORRELATIONS BETWEEN NET MIGRATION OF PERSONS 25 -64 YEARS OLD 

AND INDUSTRIAL CHANGES IN EIGHT SELECTED OBEA's OF THE UNITED STATES, 1950 -1960 

Industries 
and 

Intercept 

Coefficients of 

Cumulative 
R2 

Regression 
and 

Intercept 
Standard 
Errors 

Correlation 

Partial Simple 

Trade .845 1,904 .390 .338 .919 
Agriculture .876 1,590 .115 .713 .263 

Construction .916 2.495 .447 .378 .826 

Professional Services .942 -2,123 .195 -.623 .591 

Manufacturing .947 .944 .135 .456 .754 

Public Administration .952 1.100 .212 .355 .520 
Finance, etc. .957 3.642 .676 .367 .770 
Services .959 1.560 .532 .210 .655 

Transportation, etc. .960 1.587 .447 .237 .675 

Business Services .962 -2.774 1.353 -.149 .667 

Entertainment Services .963 4.108 2.890 .103* .735 

Armed Forces .963 .103 .108 .070* .418 

Mining .963 .827 1.117 .054* .059* 
Forestry .963 -.299 1.055 -.021* -.015* 

Intercept -574.189 

*Not significant at .05 level. 

and manufacturing. Employment changes in these 
four industrial categories accounted for 10 per- 
cent of the variation of net migration. Taken 
as a unit, industrial changes of the five cate- 
gories accounted for 95 percent of the variation 
of net migration, a one percent improvement over 
the occupational categories. The partial corre- 
lation coefficient of professional services, not 
only reversed the sign of the total correlation 
coefficient from positive to negative but also 
uncovered the real strength of the inverse rela- 
tionship. This negative direction is also ap- 
parent in the sign of regression coefficient of 
this industrial category. This negative rela- 
tionship is consistent with the relation ob- 
tained from the occupational category of profes- 
sional, technical, and kindred workers. It is 

also consistent with the percentage change of 
employment in this industrial category (62.3 per- 
cent) and with the inference of migration selec- 
tivity. 

Other Selected Variables and Migration 
In this section one is concerned with a 

set of five variables which influence the deci- 
sion of an individual to migrate. These five 
variables are (1) change in total civilian em- 
ployment,1950 -1960; (2) change in total unem- 
ployment, 1950 -1960; (3) estimated underemploy- 
ment, 1960; (4) change in real median income of 
families and unrelated individuals, 1949 -1959; 
and (5) change in armed forces personnel. Com- 
putation of results was achieved by the follow- 
ing multiple regression model. 
mi = BO + aiEi - + ciAi - giRi + ei, 
where a, b, c, f, and g are regression coeffici- 
ents. Table 3 gives the basic results on the re- 
lationship between the five selected variables 
and migration. 

Employment and migration.- -The basic goal 
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here is in testing the hypothesis that there is 
a direct relationship between changes in the num- 
ber of employed civilians and net migration. 
This hypothesis is confirmed, since the regres- 
sion coefficient and simple and partial correla- 
tion coefficients between net migration and 
changes in total employment are positive and sig- 
nificant at the five percent level. Moreover, 
the change in total civilian employment emerged 
as the first variable of importance by explaining 
70 percent of the variance in migration. 

Underemployment and migration.- -The hypo- 
thesis to be tested here states that migration is 
inversely related to underemployment. This hy- 
pothesis emerged to be true as shown by the par- 
tial correlation and regression coefficients. Al- 
though the total correlation is positive, the 
computation of the partial correlation reversed 
the sign and provided a higher association. The 
interpretation of this is that, other things be- 
ing equal, the lower the number of man -years of 
economically utilized labor in these areas, the 
greater is the out -migration from them. With re- 
gard to the total variation explained in migra- 
tion, underemployment was the second variable in 

importance where it accounted for 13 percent of 
variation in migration. These results lead to 
the conclusion that underemployment is useful in 
predicting net migration. 

Armed forces and migration. --A direct rela- 
tionship between changes in the number of armed 
forces personnel and net migration was hypothe- 
sized. This direct relationship is proved to be 
true, as provided by the zero order correlation, 
the partial correlation and regression coeffici- 
ent in Table 3. All coefficients are significant 
at the five percent level. Moreover, changes in 

armed forces personnel seem to be a useful vari- 
able in predicting migration, for it accounted 
for more than one percent of the variation in mi- 



TABLE 3. CUMULATIVE R2, REGRESSION COEFFICIENTS, STANDARD ERRORS OF ESTIMATES, AND PARTIAL AND 
SIMPLE CORRELATIONS BETWEEN NET MIGRATION OF PERSONS 25 -64 YEARS OLD AND SELECTED 

VARIABLES IN EIGHT SELECTED OBEA's OF THE UNITED STATES, 1950 -1960 

Selected 
Variables and 
Intercept 

Coefficients of 

Cumulative 
R2 

Regression 
and 

Intercept 
Standard 
Errors 

Correlation 

Partial Simple 

Employment .696 .976 .047 .831 .834 

Underemployment .828 -1.269 .102 -.666 .196 
Armed Forces .841 .698 .159 .300 .418 

Unemployment .843 -1.620 .908 -.127* .606 
Median Income .844 .369 .404 .065* .371 

Intercept 411.015 

*Not significant at .05 level. 

gration with a small magnitude of the standard 
error. 

Unemployment and migration.- -The hypothesis 
to be tested states an inverse relationship be- 
tween unemployment and net migration. This hy- 
pothesis is confirmed by the partial correlation 
coefficient and coefficient of regression. How- 
ever, the partial association is not significant 
at the five percent level. This conclusion is 

consistent with other findings Tarver, 1964a; 
Lowry, 1966). The association might be improved 
if the lagged relationship between unemployment 
change and migration were considered, for there 
is a time lag between unemployment as a cause and 
migration as an effect (Makower, et al., 1939). 

Our conclusion is that the change in unemploy- 
ment as presented in this study is not a useful 
variable in the prediction of migration. 

Real median income and migration.- -The last, 
hypothesis to be tested states a direct relation- 
ship between net migration and changes in real 
median income of families and unrelated indi- 
viduals. Direction of the relationship is con- 
firmed (Table 3). However, the relationship be- 
tween the two variables became insignificant 
after the effects of the other variables (em - 
ployment, unemployment, underemployment,, and 
armed forces) had been removed, as given by the 
partial correlation coefficient. From this con- 
clusion we can infer that changes in median in- 
come may not be very useful in explaining migra- 
tion. 

Summary and Conclusion 
In this paper, a theoretical model which 

embraced those variables to which internal mi- 
gration was believed to be most related was de- 
veloped, and relationships were examined between 
net migration and the stated variables in the 
theoretical model. The analysis supports all 
hypotheses. The regression model which was fit- 
ted accounts for more than 95 percent of the 
variability in the 1950 -1960 net migration of the 
eight selected OBEA's in terms of occupational 
and industrial changes, and 84 percent in terms 
of selected variables. 

In conclusion, the authors believe that the 
theoretical model developed in this study proved 
useful in predicting net migration, and that its 
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application to all the OBEA's of the United 
States will contribute to the refinement of our, 
present knowledge of internal migration. 
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THE DISCOURAGED WORKERS' EFFECT AS MEASURED THROUGH THE CURRENT 
POPULATION SURVEY 

Paul O. Flaim, Bureau of Labor Statistics 

Until a couple of decades ago the many mil- 
lions of working -age persons outside the labor 
force were of limited concern to the labor econ- 
omists. The notion that many of these persons 
might have wanted work but were not seeking it 
because of a belief that their search would be 
fruitless was not widely entertained. It gradu- 

ally became evident, however, that millions of 
persons shift in and out of the labor force each 

year, not only because of personal reasons, but 
also in apparent response to changing labor mar- 
ket conditions. Recognizing this, the President's 
Committee to Appraise Employment and Unemployment 
Statistics (more familiarly known as the Gordon 
Committee) concluded in 1962 that "the relatively 
simple dichotomy between those in and out of the 
labor force...(no longer provides)...a satisfac- 
tory measure of the labor supply." What was espe- 
cially needed to construct a better measure, add- 
ed the Committee, were data on the so- called "dis- 
couraged workers" or "hidden unemployed " --those 
persons who want work but who are not looking for 
a job because of a belief that their search would 
be in vain. (In so doing, it should be added, 

the Committee also recommended that those persons 
not be included in the unemployment count.) 

As the Gordon Committee was issuing its rec- 
ommendations, some labor economists were already 
grappling with the problem of estimating the 
extent to which the discouragement over job pros- 
pects was affecting the growth of the labor force. 

Notable among the early pioneers in this field of 
research were Alfred Tells 1 /and Thomas Dernburg 
and Kenneth Strand 2/. Thereafter, other econo- 
mists, using a variety of econometric techniques, 
also undertook similar research. Essentially, 
they all attempted to measure the elasticity of 
labor force participation rates in response to 

the intensity of the demand for labor as reflec- 
ted by the unemployment rate, the wage rate, and 
other variables. Optimal participation rates, 
those consistent with conditions of "full employ- 
ment," were then applied to the population to 
obtain a "full employment labor force." To the 
extent that the actual labor force, as measured 
through the Current Population Survey, failed to 
match this theoretical labor force, the gap would 
be ascribed to the discouraged workers' phenom- 
enon or hidden unemployment. 

While the various estimates of hidden unem- 
ployment emanating from these econometric exer- 
cises were being discussed, 3/ the Bureau of 

Labor Statistics was taking steps to measure the 

extent of hidden unemployment through the Current 
Population Survey (CPS). A special set of ques- 
tions designed to elicit detailed information on 
the reasons for nonparticipation in the labor 
force was tested experimentally in the 1964 -1966 
period and was finally incorporated into the reg- 
ular CPS questionnaire in January 1967. The data 
derived through this set of special questions 
have already shed new important light on the sta- 
tus and attitudes of persons outside the labor 

233 

force. Although the availability of these reta- 
tively new data has evidently not been widely 
known, they have been published quarterly by the 
Bureau of Labor Statistics since 1969 in a special 
set of tables added to Employment and Earnings. 

The early analyses of these new data were, 
by necessity, limited to cross- sectional exam- 
inations, done in snap shot fashion. 4/ No time - 
series analysis could have been undertaken until a 
sizeable number of observations had been accumu- 
lated. This paper is a step in that direction. 
Its purpose is not only to describe how these 
data are collected and what they show, but also 
to determine the extent to which their behavior 
has been influenced by the changes in the unem- 
ployment situation. Two variables will be of 
particular interest, (1) the number of so- called 
"discouraged workers" and (2) the number of work- 
ers leaving the labor force because of "slack 
work." 

An overview of the 1967 -1971 trends 

The early analyses of the new not- in -the- 
labor force data showed that less than one -tenth 
of the more than 50 million nonparticipants pro- 
fessed any desire to be holding a job. Even among 
these, only about 700,000 or less than one- fifth, 
were classified as "discouraged workers." The 
others who claimed they wanted a job turned out to 
be either in school, in poor physical conditions, 
or to be prevented from seeking work by a burden 
of home responsibilities (table 1). Furthermore, 
the ranks of the discouraged workers were found to 
contain relatively few men of prime working age-- 
less than 200,000. The great majority consisted, 
instead, of teenagers, housewives and elderly per- 
sons. These findings seemed to fly in the face of 
the contentions that there were virtually millions 
Of discouraged workers and that they included 
large numbers of men. 

It should be noted, however, that the data 
being analyzed in the late 1960's had been col - 
lected in a period of unusually low unemployment, 
when the jobless rate was below 4 percent. Any 
conclusion drawn on the basis of data for such a 
period could not be applied rationally to the 

situation of the early 1960's, when unemployment 
had been much higher. It thus remained to be seen 
how the discouraged workers' series would behave 
when the unemployment rate rose to a much higher 
level. 

Unfortunately, we did not have to wait long 
for such a setting. As we all know, unemployment 
rose substantially during 1970. This rise was 
also accompanied by at least a temporary slackening 
in labor force participation among some groups. 
The question is the extent to which this slack- 
ening in participation may have stemmed from a 
rise in discouragement over job prospects. 

As can be discerned from the chart, there is, 
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indeed, some positive relationship between the 
unemployment rate and the number of discouraged 
workers. Both series trended downward, though in 

differing degrees, during the 1967 -69 period; 
both rose substantially during 1970; and both can 
be said to have shown little distinct movement 
during 1971. Despite the positive relationship 
between unemployment and discouragement, the coef- 

ficient of correlation between these two vari- 
ables, derived on the basis of seasonally adjust- 
ed monthly data for the 1967 -1971 period, 5/ was 
a rather low 0.53. Nor was the coefficient 
raised when the relationship between the two 
series was tested on the basis of data disaggre- 
gated in terms of major age -sex -color components. 
By lagging the discouraged workers' variable, 
respectively, by 3 and 6 months behind the unem- 
ployment rate, the coefficient of correlation 
was raised somewhat --to 0.61 in both cases - -but 
was still far from indicating a very close 
relationship between the two variables. (Table 2) 

"Cyclical" vs. "structural" discouragement 

A close examination of the disaggregated 
data on discouraged workers for the 1967 -1971 
period revealed a significant change in composi- 
tion in terms of the specific reason cited by 
these persons for their belief that they could 
not obtain a job. Specifically, there was an 
increase in the proportion whose discouragement 
appears to have been directly related to the 
conditions of the job market. Conversely, there 
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was a decline in both the number and proportion 
of persons attributing their discouragement to 

rather personal situations or deficiencies. 

This change in composition is clearly shown 
in table 3, where the discouraged are grouped in- 
to two broad categories. The first category in- 
cludes the workers reported as believing that 
there were no jobs in their line of work or area 
and those who had tried unsuccessfully to find a 
job and had then given up the search. The second 
category includes those thinking they wouldn't 
get a job due to their very young or very ad- 
vanced age, those who saw their lack of educa- 
tion or training as the major obstacle, and those 
who cited other personal handicaps (i.e. language 
difficulties). 

It would appear, given the different nature 
of the reasons for discouragement, that the first 
category of discouraged workers should be much 
more cyclically sensitive than the second. Dis- 
couragement among the second category appears to 
be more of a "structural" nature and thus not 
necessarily related to the tightness, or "loose- 
ness," of the job market. A glance at table 3 

would tend to confirm this hypothesis. As shown, 
all of the 200,000 increase in the number of dis- 
couraged workers between 1969 and 1971 took place 
among those blaming their situation on job- market 
weaknesses. 

Regression analysis also confirmed this 

hypothesis. Whereas, as noted above, the regres- 
sion of the total number of discouraged workers 
against the overall unemployment rate yielded a 
coefficient of correlation of only 0.53, a regres- 
sion of the number of persons discouraged because 
of job market reasons against the jobless rate 
yielded a much higher correlation coefficient- - 
0.79. (Table 2) On the other hand, a regression 
against the unemployment rate of the number of 
persons whose discouragement hinged largely on 
personal factors yielded a negative relationship 
with a correlation coefficient of -0.47. There 
is no ready explanation for this negative rela- 
tionship, but some possibilities may be raised. 
For example, the passage of legislation designed 
to reduce job discrimination because of age may 
have reduced the number of elderly workers who 
think that they could not get a job due to their 
advanced age. It may also be hypothesized that 
when unemployment rises some workers who had pre- 
viously been attributing their discouragement to 
personal reasons may find it more respectable to 
point to the deteriorating job market. 

Whatever the reasons for the behavior of the 
data for the second category of discouraged 
workers, it is clear that if we limit our com- 
parison to the first category, that is, those who 
attribute their discouragement to the conditions 
of the job market, we find that their number did 

increase and decrease in line with the underlying 
movement of the unemployment rate during the 1967- 

1971 period. 6/ 



Who are the discouraged workers? 

As was the case during the first years of 
availability of data on discouraged workers, the 
proportion of men of prime working age among 
them continues to be relatively small. Of the 
775,000 persons classified as discouraged workers 
in 1971, only about 75,000, or one -tenth, were 
men 25 to 59 years of age. (See table 4) Evi- 
dently a man of prime working age who really 
wants a job is not easily discouraged from his 
search but perseveres even after repeated fail- 
ures. 

Negroes are even more over -represented among 
the discouraged workers than they are among the 
unemployed. Although they make up only one -tenth 
of all the persons of working age both inside and 
outside the labor force, they accounted for about 
one -fifth of the unemployed and for nearly one - 
third of the discouraged workers in 1971. 

In terms of previous work history, about 
two -fifths of the discouraged workers had been 
out of the job market less than one year when 
interviewed. Only 14 percent had never worked 
before. There are, of course, large differences 
among age -sex -color groups in this respect. 
(See table 4) 

Evidently most discouraged workers regard 
their status as only temporary. Although they 
do not deem it worthwhile to look for a job at 
the time of the interview, they are apparently 
more hopeful in terms of their future prospects. 
As also shown on table 4, nearly 80 percent were 
reported as planning to actively seek work with- 
in the next 12 months. It would thus be errone- 
ous to assume that most discouraged workers have 
permanently given up on the job market. 

Problems of measuring discouragement 

Determining the extent of discouragement 
over job prospects is, admittedly, a very diffi- 
cult task, inasmuch as it involves the measure- 
ment of what are essentially subjective phenomena, 
namely one's desire for work and one's perception 
of the conditions of the job market. These 
facts are by no means easy to get at even through 
a large survey such as the CPS. To begin with, 
the housewife is typically the only person inter- 
viewed in each CPS household. While she may be 
quite informed about the activity of the other 
household members in terms of working or seeking 
work, she is not the best judge of their atti- 
tudes in terms of "wanting" work or "intending" 
to seek a job. Secondly, not all persons who 
become discouraged over their failure to find a 
job may disclose their true reasons for leaving 
the labor force, even if interviewed individuall)t 
Even among those who may truly want work, some 
could prefer, for example, to attribute their 
nonparticipation status to ill health or other 
"socially accepted reasons" rather than to admit, 
in effect, that they regard themselves as fail- 
ures in the job market. On the other hand, some 
other persons whose desire for work is, at best, 
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of questionable intensity may deem it proper to 
report themselves as wanting a job and then 
.explain their failure to look for one in terms of 
unavailability. 

To get at the discouraged workers, the CPS 
interviewer asks first whether the persons not in 
the labor force "want a regular job now, either 
full or part time." If the answer is yes, or 
even a tentative yes, there is a follow -up ques- 
tion as to the reasons why they are not looking 
for work. In order to be classified as discour- 
aged, a person's principal reasons for not look- 
ing for work must fall in one of the following 
5 categories: 

1. Believes no work available in line of 
work or area. 

2. Had tried but couldn't find any work. 
3. Lacks necessary schooling, training, 

skills, or experience. 
4. Employers think too young or too old. 
5. Other personal handicap in finding a job. 

It may be argued that the requirement that a per- 
son must first be reported as wanting a job in 
order to be questioned about possible discourage- 
ment, yields a rather restrictive definition of 
hidden unemployment. What about those persons, 
-one might ask, who, upon losing their job, may 
decide to return to school and who would then 
not want a job "now "? Should they not also be 

regarded as discouraged workers? In answer to 
this it must be noted that if the discouraged 
workers' data are to be useful as a measure of 
underutilization of manpower for policy purposes, 
they should hardly include persons who say they 
do not want a job - -and whose activity may actu- 
ally prevent them from taking a job. 

It is also important to note that, even 
before inquiring about the nonparticipants' cur- 
rent desire for jobs, the interviewer asks when 
they last worked and why they left their last 
job. As we shall see below, the data thus ob- 
tained on the reasons why persons not in the 
labor force left their last job may be as valu- 
able in terms of understanding the dynamics of 
the labor force under changing economic condi- 
tions as are the data on discouraged workers dis- 
cussed above. 7/ 

Unexpected discontinuity 

One of the most interesting, though unex- 
pected, findings from the 5 years of experience 
in obtaining statistics on labor force nonpartic- 
ipants is that it apparently makes quite a bit of 
difference whether the questions about their 
current desire for work and future job -seeking 
plans are asked in the first month in which they 
are visited by the CPS interviewer or in subse- 

quent months. 

Since a person's reasons for nonparticipa- 

tion in the labor force are not likely to change 
from one month to another, this information is 
asked in only one of the four consecutive monthly 



interviews conducted in households falling in the 
CPS sample. From 1967 through 1969, the ques- 
tions were asked in the month in which a given 
household first entered the CPS sample and then 
again one year later when the same household re- 
entered the sample for the second and final 4- 
month stint after an 8 -month hiatus. In January 
1970, the questions were switched from the first 
and fifth month -in- sample to the fourth and 
eighth. In effect, instead of being asked when 
a household enters or re- enters the sample, they 
are now being asked only when a household leaves 
the sample. 8/ 

This switch turned out to have a noticeable 
impact on the data for the persons not in the 
labor force. Following the switch, proportion- 
ately fewer persons, particularly among the house- 
wives, were reported as either wanting a job at 
present or as planning to look for work in the 
near future. Possibly, having become increasing- 
ly more at ease with the interviewer with each 
passing month a respondent is less likely to 
exaggerate his (or her) attachment to the labor 
force in the fourth monthly interview than in 
the first one. This discontinuity in the data 
is a good illustration of the difficulties which 
arise in the measurement of what are essentially 
attitudes on the part of workers or potential 
workers. In this case, however, it appears that 
the data obtained since January 1970 are more 
realistic than those obtained in the 1967 -1969 
period. 

Examining flows out of labor force 

Some appreciation of the extent to which 
cyclical changes in the employment situation may 
be affecting the dynamics of the labor force may 
also be obtained by simply examining the changes 
in the gross flows out of the labor force and in 
the reasons for these outflows. 

At any given time, there are about 10 mil- 
lion persons outside the labor force who have 
left their last job within the previous 12 months. 

Through the special set of questions asked since 
1967, it has been possible to group these per- 
sons according to their reasons for leaving their 
job, regardless of whether or not they want a job 
when interviewed. This information is presented 
in table 5. Of particular interest in terms of 
cyclical behavior are the data on the number of 
persons whose jobs have been terminated, either 
temporarily or permanently, because of economic 
reasons. Of the four categories under the "eco- 
nomic" heading, "slack work" appears to be the 
most cyclically sensitive. As also shown on the 
chart, the changes in this variable --being ex- 
pressed as a percent of the total leaving the job 
market during the previous 12 months- -are, indeed, 
closely related to the changes in the unemploy- 
ment rate. In fact, the coefficient of correla- 
tion between the over -all unemployment rate and 
the number of persons reporting they had left the 
labor force after having lost their jobs due to 
"slack work" was 0.83 on the basis of monthly 
data for the 1967 -71 period. The substitution of 
data on unemployment due to job loss for the over- 
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all measurements of unemployment yielded coeffi- 
cients of roughly similar magnitude. (See table 6). 

"d conclusion 

After 5 years of experience in the collection 
of data on discouraged workers through the Current 
Population Survey, it appears that the survey is, 
indeed, a very viable vehicle for such a purpose. 
Although everyone might not agree with the defi- 
nition of "discouragement" used for the purposes 
of the survey, the data gathered so far have shed 
important light both on the discouraged workers' 
phenomenon and other aspects of labor force 

dynamics. 

Although the accumulated data are not yet 
sufficient to enable us to establish with any cer- 
tainty the relationship between given variables, 

it can also now be said at least tentatively that 

changes in the number of discouraged workers are 
postively related to changes in the unemployment 
rate. The same can also be said for changes in 
the number of workers leaving the labor force 
because of slack work. To the extent that this is 
true, it would appear that we should take into 
account these variables, as well as the data on 
unemployment and underemployment, when assessing 
the waste of manpower which accompanies an eco- 
nomic recession. 

FOOTNOTES 

1/ A. Tella, "The Relation of Labor Force to 
Employment," Industrial and Labor Relations Re- 
view, XVII (April 1964), pp. 454 -469. 

2/ T. Dernburg and K. Strand, "Cyclical Vari- 
ation in Labor Force Participation," Review of 
Economics and Statistics, XLVI (November, 
p. 378. 

3/ For an analysis of these early estimates 

of "hidden unemployment," see Jacob Mincer, "La- 

bor Force Participation and Unemployment: A 
Review of Recent Evidence" in R.A. Gordon and 

M.S. Gordon, Editors, Prosperity and Unemployment 
(New York, Wiley, 1966), p. 73. 

4 /See Robert L. Stein, "Reasons for Non - 
participation in Labor Force," Monthly Labor 
Review, July 1967, p. 22, and Paul 0. Flaim, 
"Persons not in the Labor Force ", Monthly Labor 
Review, July 1969, p. 3. 

5/ Although the not -in- the - labor -force data 
are published only quarterly, they are tabulated 
monthly. They have also been seasonally adjusted 

experimentally, although not yet published in 
this form. 

6 /It would be useful at this point to compare 
the data on discouraged workers with econom- 
etrically derived estimates. However, such com- 
parisons are currently being prepared for publi- 
cation by Joseph L. Gastwirth (currently at 
George Washington University). 

7 /The persons not in the labor force are also 



queried about their plans to look for work. This 

information is published quarterly by the BLS, 

but its predictive value has yet to be evaluated. 

8 /The switch was an attempt to see if these 
questions had increased the rotation group bias 

in the unemployment figures. This refers to the 

higher incidence of joblessness in households 
entering or reentering the CPS sample than in 

households which have been in the sample for two 
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or more consecutive months. This "first -month 

bias" became larger around 1967, and it was 

hypothesized that this was related to the intro- 

duction of the not -in- the - labor -force questions. 

The reduction in the reported incidence of unem- 
ployment for the first and fifth month -in- sample 
groujs and the concomitant rise for the fourth 

and eighth following the January 1970 switch of 
the not -in- the - labor -force questions seems to 

have confirmed this hypothesis. 
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Table 3. Composition of discouraged workers by reason for believing they cannot find a job, 
annual averages, 1967 -71 

(Numbers in thousands) 

Reason 1967 : 1968 : 1969 : 1970 1971 

Total (in thousands) 732 667 574 638 774 
Job - market factors 383 371 311 437 537 

Had looked but could not find job 168 161 161 244 300 
Thinks no job available 215 210 150 193 237 

Personal factors 349 297 263 201 236 
Employers think too young or too old 216 171 139 105 112 
Lacks education, skills, training 84 74 78 60 85 
Other personal handicap 49 52 46 36 39 

Percent distribution 100.0 100.0 100.0 100.0 100.0 

Job - market factors 52.3 55.5 54.2 68.5 69.5 
Had looked but could not find job 23.0 24.1 28.0 38.2 38.8 
Thinks no job available 29.4 31.4 26.1 30.3 30.7 

Personal factors 47.7 44.5 45.8 31.5 30.5 
Employers think too young or old 29.5 25.6 24.2 16.5 14.5 
Lacks education, skills, training 11.5 11.1 13.6 9.4 11.0 
Other personal handicap 6.7 7.8 8.0 5.6 5.0 

Table 4. Discouraged workers by time elapsed since last job, intentions to seek work in future, and sex, 

age, and color, 1971 annual averages 

. 

Sex, age, and color : Total discouraged 
(In thousands) 

'Percent distribution by time elapsed since last 
lob 

:Percent who intend 
:to seek work with- 
:in 12 months 
: 

: Total : Less than : 

1 year : 

1 to 5 : More than : Never 
years : 5 years :worked 

Total, 16 years and over 774 100.0 40.5 26.7 18.5 14.3 78.7 

Male, 16 years and over 238 100.0 51.5 26.8 8.8 12.6 82.4 
16 -19 years 59 100.0 49.2 11.9 -- 39.0 89.8 
20 -24 years 34 100.0 65.6 18.8 -- 15.6 96.9 
25 -59 years 73 100.0 58.7 29.3 9.3 2.7 84.9 
60 years and over 73 100.0 41.9 39.2 18.9 66.2 

Female, 16 years and over 536 100.0 35.4 26.7 22.6 15.3 77.4 
16 -19 years 80 100.0 40.5 8.9 1.3 49.4 86.3 
20 -24 years 74 100.0 45.9 28.4 5.4 20.3 83.8 
25 -59 years 308 100.0 34.3 27.9 29.9 8.1 79.5 
60 years and over 74 100.0 24.7 39.7 32.9 2.7 54.1 

White 1/ 589 100.0 

Negro and other races 1/ 185 100.0 

1/ Breakdown of discouraged workers in terms of time elapsed since last job and future job -seeking intentions is not 
available separately for whites and Negroes. 
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Table 5. Persons not in labor force who stopped working during previous 12 months, by reason for leaving last job, 1967 -71 
(In thousands, not seasonally adjusted) 

Number leaving labor force by reason Annual averages 
Quarterly averages 
1970 1971 

1967 : 1968 : 1969 : 1st : 2nd : 3rd : 4th : 1st : 2nd : 3rd : 4th 

Total: Left job previous 12 months 9,327 9,752 10,175 10,944 9,761 9,514 10,302 11,091 9,869 9,468 9,965 

Percent distribution by reason 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
School,home responsibilities 49.2 50.3 50.5 50.7 47.0 46.7 52.5 47.5 45.1 46.0 52.0 
1ll health, disability 9.5 9.2 9.6 7.8 8.9 10.9 8.4 8.5 8.2 9.3 8.9 
Retirement, old age 5.3 6.0 6.1 5.8 6.5 7.4 7.0 7.1 7.3 7.6 7.6 
Economic reasons 17.1 17.8 16.6 18.8 17.5 19.1 16.7 21.1 19.4 20.6 16.9 

End of seasonal job 9.2 9.1 8.5 9.1 7.8 8.6 7.1 9.6 8.0 7.8 8.5 
Slack work 3.3 3.1 3.1 4.4 4.2 4.1 4.3 6.0 5.4 5.7 3.9 
End of temporary job 4.6 5.6 5.1 5.3 5.6 6.4 5.4 5.5 6.1 7.1 4.5 

All other reasons 18.9 16.7 17.2 16.9 20.1. 15.9 15.4 15..8 20.0 16.5 14.7 

Table 6. Regression of selected categories of workers leaving labor force 
against various measurements of unemployment 

Variables Regression results 

Independent (X) Dependent (Y) Regression equation r s 
T 

ratio 
Durbin - 
Watson 

Unemployment rate Total leaving due to economic reasons Y 1271.4 + 113.5X 0.69 0.47 122.3 7.21 1.17 
(68.7) (15.7) 

Unemployment rate Left due to slack work Y 2.1 + 86.3X 0.83 0.69 58.8 11.4 1.92 
(33.0) (7.6) 

Member of unemployed who lost last job Left due to slack work Y = 140.7 + 0.1SX 0.82 0.67 60.6 10.9 1.88 
(21.8) (1.46) 

Job- losers rate Left due to slack work as Y = 1.4 + 1.3X 0.82 0.67 0.6 11.0 2.04 
of total leaving labor force (0.2) (0.1) 



FAMILY SIZE AND ECONOMIC WELFARE IN A DEVELOPING ECONOMY 

Deborah S. Freedman *, The University of Michigan 

Discussions of the relationship between 

population growth and economic development 

usually assume, either explicitly or implicitly, 

that couples with fewer children to support will 

be better off financially. Improvement in eco- 

nomic welfare is itself one of the goals of de- 

velopment. In addition, the increased avail- 

ability of income could stimulate new patterns 

of economic behavior, some of which may be fa- 

vorable to the development effort. While these 

problems are recognized as important, little 

empirical work at the micro -level has been done 

on them for developing countries. As a small 

contribution to such analysis, this paper ex- 

amines how income and other measures of economic 

behavior are related to family size in Taiwan. 

Presumably, couples with fewer rather than 
more children, assuming equal family incomes, 
should have more economic options, e.g., for 

increases in per capita consumption or for more 
savings. Of course, couples with smaller fam- 
ilies could choose to enjoy increased leisure, 

working only enough to maintain their customary 
levels. Such a pattern seems unlikely in 
Taiwan; most Taiwanese couples are interested in 
working hard and improving their living 
standards. 

The present paper will consider whether, 
associated with varying numbers of children, 
there are differences in: 

(1) income, initially looking at total 
family income, but more importantly, 
examining per capita or per consumption 
unit income 

(2) use of available income for modern 
consumption -- durables and recreation- - 
and for savings 

(3) economic attitudes 

The data come from a 1969 island -wide 
survey of 2300 husbands with wives in the child- 
bearing years (18 -24). A previous survey in 
1966 had collected extensive demographic data 
from the wife; in this survey a substantial 
number of economic questions were included. The 
present analysis is limited to the 1323 couples 
who have been married at least ten years, since 
more recently married couples are less likely 
to have completed their families and may not 
have had their children long enough to feel the 
full effect on the family budget. 

The analysis of the relationship of actual 
income levels to family size is further re- 
stricted to couples who live in nuclear units- - 
husband, wife and unmarried children; two- thirds 
of the couples married 10 years or longer fall 
in this category. It is more difficult to 
estimate the effective income of couples who 
share joint living arrangements since (1) an 
assumption must be made about how total family 
income is shared --what proportion is available 
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for this particular couple and their children, 
and (2) the data for joint families are less 
precise with regard to age and sex composition. 
A few nuclear families included unmarried chil- 
dren who earned incomes which they did not pool 
with the family; these cases were excluded from 
the analysis. 

Small families are better off, even in terms 
of total income. While the two intermediate 
income categories are not ordered, the smallest 
families do have the highest incomes and the 
largest families have the lowest incomes, (See 

Table 1, Co]. 1). This ordering reflects the 
higher education of husbands with small families; 
once education is controlled by Multiple Class- 
ification Analysis [1], there is no con- 
sistent relationship between income and family 
size (Col. 2). Income per capita probably is a 

better measure of well being and, with this 
measure, the larger the family, the less re- 
sources they have available for each family 
member. This relationship is monotonic and 
persists, only slightly lessened, when an ad- 
justment is made for husband's education. 

An even more relevant measure of family 
welfare may be income per consumption unit, 
which recognizes basic differences in consumption 
needs between adults and children. Weights were 
assigned to the children in each family, based on 
their age and the relative caloric needs of 
different age groups .-/ The income of the 
smallest families, on -a per consumption unit 
basis, is more than double the income of the 
largest families, with three and four child 
families intermediate. Having three instead of 
four children is only slightly more advantageous 
in terms of income per consumption unit; the 
initially lower total income of three -child 
families offsets their lesser burden of support. 
Adjusting for husband's education does not 
appreciably alter the relationship (See Table 1, 
Columns 5 and 6). 

Thus, couples with fewer children in Taiwan 
are better off than others, both in terms of per 
capita income and income per consumption unit. 
Over the full range of family size, the differ- 
ences in well -being associated with parity are 
considerable, but there is no appreciable ad- 
vantage in having three instead of four children. 
The more favorable per capita income position 
of small families should make possible additional 
options with regard to expenditures and saving 
and could affect economic attitudes; these in 
turn could have an impact on the development 
effort. 

We look next at economic behavior --are 
there differences with regard to consumption and 
saving patterns that are associated with family 
size? Our analysis is restricted to several 
kinds of modern consumption, particularly con- 
sumer durables and recreation expenditures.?/ 
Of course, it is possible that the additional 



income per consumption unit might be expended to 
increase traditional expenditures for food and 
clothing. Such expenditures, insofar as they 
improve health standards, also may be beneficial 
to development - as an investment in húman 
capital. However, it seems more likely that 
additional income would be expended on modern 
goods and services; such items, being new and 
highly valued, have high marginal utility. Ex- 
penditures on modern consumption can have a 
direct impact on development. In the first 

place, the use of modern durables can exert a 
modernizing influence; for example, a radio or 
television set brings listeners in contact with 
a broader world while a motorcycle increases 
mobility. Modern recreation expands the 
horizons of participants by providing enjoyable 
contacts outside of the immediate family group. 
On the production side, the demand for modern 
durables requires the development of technical 
skills and the creation of new marketing 
channels. Saving differentials associated with 
family size can provide resources for invest- 
ment. 

Small families do rank higher than larger 
families on consumption of modern durables and 
use of modern recreational facilities. They 
also are more likely to have saved3/ (see un- 
adjusted deviations in Table 2). These re- 
lationships are as expected; couples with fewer 
children to support devote more of their income 
to new forms of consumption or to savings. The 
relationships shown are for nuclear families, 
since only in these families does the interview- 
ed respondent, together with his wife and 
children, unequivocally comprise both the in- 
come and the consumption unit. However, in 
unpublished tabulations these relationships 
also were found to hold for all couples married 
ten years or more, including those in joint or 
stem families. 

The higher consumption and savings patterns 
of low parity families reflect, to some extent, 
their higher education and somewhat higher 
family incomes, since education and income are 
highly correlated with consumption and saving. 
However, after an adjustment is made for the 
effect of family income and education, using 
MCA, meaningful relationships remain between 
family size and both modern consumption and 
saving, although the magnitude of the relation- 
ships is diminished. The per capita income 
advantage which smaller families enjoy does 
affect their saving and modern consumption 
(Cols. 2, 4 and 6 of Table 2). 

Although family size influences modern con- 
sumption and saving, its effect is modest, par- 
ticularly when compared to the effect of total 
family income. This is not surprising since 
the variations in purchasing power stemming 
from family size differences are much less than 
those attributable to differences in family 
income. Seventy -five percent of the families 
married ten years had either 3, 4, or 5 chil- 
dren; 87 percent were in the 3 -6 child range. 
Supporting six children instead of three (the 

largest variation possible for most couples) 
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would, at most, cut consumption possibilities in 
half. The range in total income, on the other 
hand, is far greater. 

Husband's education, after adjusting for the 
effects of income, has a stronger net relation- 
ship than does family size to consumption of 
modern durables and to recreation expenditures. 
Education serves to bring individuals in contact 
with the modern sector and influences their 
tastes. These differences in tastes could be 

expected to influence purchases of new kinds of 
goods and services more than the variations in 
purchasing power associated with family size dif- 
ferences. Both education and family size show a 
similar, fairly sizeable, relationship to saving 
behavior. 

Our rather arbitrary assignment of con- 

sumption weights to Taiwanese children may be an 
improper generalization of Western experience 
and may overstate their marginal cost to the 
family. The marginal cost of an additional child 
is probably less in Taiwan than in Western 
countries; more food is home produced, supple- 
mental child care is probably performed by 
relatives and lesser expenditures are made on 
lessons and recreation. Perhaps the marginal 
cost is small and the situation is as expressed 
in a Chinese proverb - -"an additional baby 
requires only an extra pair of chopsticks." If 

so, the effective income advantage of small 
families would be lessened and this might account 
for the moderate sized differences in consumption 
and saving attributable to family size. 

Even though the differences in modern con- 
sumption and saving associated with family size 
are not large, they are not inconsequential. 
For example, the adjusted consumption and sav- 
ings measures for couples with three children 
are 12 to 30 percent higher than those for 
couples with five or more children; couples with 
two or less children rank even higher. In 
addition, the patterns of these relationships 
are consistent and monotonic. 

We next look at economic attitudes; are 
there attitudinal differences associated with 
family size? The attitudinal measures used 
are: consumption aspirations4 /, perceptions 
of income change (both past and future), college 
expectations for sons, and two measures of 
expectations of support and assistance from 
children. Of course, cross -sectional studies 
can not establish lines of causality. Achieved 
family size may be one result of a couple's 
prior assessment of the net economic value of 
children or their desire for a higher standard 
of living. At the same time, an individual's 
attitudes reflect his experiences and achieve- 
ments and it may well be that success in 
limiting family size, with its attendant improve- 
ment in family welfare, would affect a couple's 
expectations and aspirations. Economic attitudes 
can have an impact on development. For example, 
studies of consumer behavior have shown a pos- 
itive relationship between the level of optimism 
and aspirations [3]; aspirations, in turn should 
stimulate greater work effort. Contrariwise, 



couples who expect help from their children 
might feel less pressed to earn and save during 
their productive years. 

We have restricted this part of the 
analysis, which deals with attitudes, to 

couples who have at least three children. There 

is reason to believe that for couples with 
fewer children, family size is less likely to 
reflect their basic attitudinal patterns. Most 

couples in Taiwan want at least three children, 
with the result that smaller families usually 
reflect fecundity impairments or late marriages, 

rather than choice. For example, 65 percent of 
the couples with less than three children had 
fewer than their ideal number of children; this 

compares to less than 20 percent for all nuclear 
families. Many of these couples do have 

physical impairments which limit child- bearing; 
39 percent cited specific reasons for sub - 
fecundity and the actual level of subfecundity, 
including cases with no specific cause, is un- 
doubtedly much higher. On the other hand, these 
families were included in the analysis of actual 
consumption patterns, inasmuch as consumption 
possibilities depend on achieved family size, 

irregardless of whether the couple wanted more 

than this specific number. 

One pair of attitudinal indices measures 

the husband's and wife's perception of the use- 

fulness of children --that is, the potential 
benefits to be derived from them. For the wife, 

this combines her expectations of living with 

her married sons and of being supported by them 
in her old age. For the husband, the measure 
includes, not only these two indications of 

traditional reliance on children but several 

other specific benefits.5/ Our data (Cols. 5 -8 

of Table 3) show that there is a positive re- 

lationship between family size and either the 
husband's or wife's expectations of the use- 
fulness of children. The relationship is 

modest but regular, and it persists after ad- 
justing for income and education. It seems 

reasonable that couples who expect to reap con- 
siderable benefits from their children might be 
motivated to have a large family. Of course, 

since this is a cross section study, we do not 
know whether they had many children because they 
foresaw their usefulness, or whether this 
reflects only an unplanned for reality --that 
couples with many children can more realistical- 

ly expect help. 

We also have some measures of aspirations 
for improvement in living standards - for modern 
consumption and for better education for chil- 
dren. Such aspirations are one measure of the 
opportunity cost of children, since they re- 
present possible alternative uses of income as a 

result of limiting family size. Columns 1 -4 of 

Table 3 show that aspirations, both for modern 
consumption and for education, are negatively 
related to family size. Couples with moderate 
sized families --3 or 4 children -- express 
higher educational aspirations than do couples 
with 5 or more children. However, the dif- 
ference is not large (a net difference of about 
8 percentage points) and there is no appreciable 
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difference in educational aspirations associated 
with having 3 instead of 4 children. There also 
is evidence that the educational aspirations of 
fathers with few children may be more reality 
oriented than is true for husbands with larger 
families. Only 40 percent of all fathers who 
expressed college plans had some idea of the 
costs involved; the smaller the family, the more 
likely it was that the father had some concrete 
notion about the costs of his educational am- 
bitions. Family size is similarly, but less 
strongly, related to aspirations for modern con- 
sumption; large families do have lower con- 
sumption aspirations, but the magnitude of the 
differential is very modest. A high evaluation 
of the opportunity costs of children could 
motivate couples to have fewer children. An 
alternate possibility is that couples who had 
small families for other reasons might, as a 
result, feel they could aspire to a higher 
standard of living. 

A third set of indices measures perceptions 
about the family's current financial situation 
(See Table 3 cols. 9 -12). Couples with small 
families are more likely than others to feel 
their financial situation has improved in the 
last five years. Despite an increase in real 
income of 25 percent during the past 5 years, 
most families in Taiwan did not recognize any 
improvement in their current financial situa- 
tion. The optimism of small families could 
reflect either their relatively better per capita 
income situation or the confidence gained by 
success in limiting family size. On the other 
hand, the fewer children a couple has, the less 
likely the husband is to feel his future income 
situation gill improve. This may accurately 
reflect the situation of Taiwan parents for whom 
children are still the most likely source of old 
age support. Their present financial situation 
may be strained because of the expense of rais- 
ing children, but these same children may be 
their source of support in the future. There is 
some evidence for this, in that thirty percent 
of the husbands who expected to be better off 5 
years hence, cited help from children as the 
basis for this expectation. 

In sum we have found that there are income 
differentials associated with family size in 
Taiwan. Family size is inversely related to 
economic welfare; couples with few children are 
better off than those with more children to 
support, in that they have more income available 
per family member, either on a per capita or per 
consumption unit basis. Family size is also 
related to differences in economic behavior and 
attitudes in ways which seem favorable to de- 
velopment, but the magnitude of these relation- 
ships is modest. Couples with small families 
are more likely to save and somewhat more likely 
than others to enjoy modern consumption. As 
expected, differentials in family size are 
associated with attitudinal differences; couples 
who expect financial support from children are 
likely to have large families, but attitudes 
measuring the opportunity cost of children- - 
consumption and educational aspirations --show 
only weak associations to family size. It may 



well be that the costs and benefits of children 
in Taiwan are such that they diminish the wel- 
fare differential associated with having fewer 
children. 

Footnotes 

* The author is an Assistant Professor of 
Economics at the University of Michigan. The 
data for this study were collected with the 
assistance of a grant from the Population 
Council. The field work for the survey was con- 
ducted by the Taiwan Provincial Institute of 
Family Planning under the direction of Dr. Tom 
Sun. 

1) Income per consumption unit was obtained 
by dividing family income by the weighted sum 
of family members, weights being assigned on 

the basis of the U.S. Department of Agriculture 
need standards. [(For example, adults are 

assigned a weight of one, while children under 
four are weighted .3.) Only the age of the 
youngest and oldest child in each family were 
readily available, but they provided a rough 
estimate of the age composition of the children 
and an appropriate average weight was applied. 
Thus, income per consumption unit for each 
family = total family income (number of 

children x average weight) + 2 (for the 
parents)]. 
2) Modern durables include the following: 
electric fan, sewing machine, bicycle, motor- 

cycle, rice cooker, clock, radio, record player, 
television, air conditioner, refrigerator, gas 

burner, camera and washing machine. Modern 
recreation expenditures include travel, meals 
in restaurants and movie attendance. 

3) The measure of savings was the respondent's 
statement as to whether or not he had accumula- 
ted savings since marriage. 

Table 1 

4) Consumption aspirations included interest 
in obtaining more durables, improving housing 
and enjoying more modern recreation. For de- 
tails on index construction, see D. Freedman 
[2]. Perceptions of income change included 
statements about whether they were better off 
relative to five years hence. One measure of 
expectation of support from children was the 
proportion of wives with traditional attitudes 
about support from and living with children in 
old age. The father's measure was a more 
elaborate index based on many statements made by 
the father about possible assistance from his 
children. For a more detailed description of 
the father's index see E. Mueller [4]. 

5) The index measure included statements about 
help from children around the house or in farm 
or business and whether he expected to share in 
the children's earnings, even before retirement. 
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Income of Nuclear Families by Size of Family 
(Women married 10 years or more) 

Size 
of 

Family 

Number 
of 

Families 

Mean 
Total Income 

(NT $000) 

Unadjusted Adjusteda 

Income per 
Capita 
(NT $000) 

Unadjusted Adjusteda 

Income per 
Consumption Unit 

(NT $000) 

Unadjusted Adjusteda 

(1) (2) (3) (4) (5) (6) 

-2 children 46 34.3 30.4 8.6b 7.6 9.78 8.99 

3 children 164 28.5 26.0 5.7 5.2 6.96 6.45 

4 children 243 31.6 30.9 5.3 5.1 6.63 6.49 

5 or more 
children 351 26.1 28.2 3.4b 3.7 4.42 4.87 

Total 805 28.7 

aAdjusted for husband's education 

bThe average size of families with -2 children is almost four persons while 

that for families with five or more children is 7.6 persons. 
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Table 2 

Various Economic Behavior Measures for 
Nuclear Families, Married 10 years or More, By 

Size of Family, Education of the Husband, and Family Income 

Number 
of 

Couples 

Ownership of 
Modern Objects 

GM = 5.7 
Unadjusted Adjusted' 

Consumption 
of Services 
GM = 2.0 

Unadjusted Adjusted' 

Percentage 
Saving 

GM = 44% 
Unadjusted Adjusted' 

(1) (2) (3) (4) (5) (6) 
Size of Family 

0-2 46 6.0 5.6 2.3 2.1 50 48 
3 164 5.7 5.4 2.0 1.8 45 41 
4 243 5.3 5.2 1.6 1.5 42 40 
5+ 352 4.5 4.8 1.3 1.4 29 31 

Family Income2 
Under $12,000 per year 170 2.9 3.3 .6 .9 9 14 

12,000 -23,999 257 3.8 4.1 1.0 1.2 24 26 

24,000- 35,999 185 6.0 5.9 2.0 1.9 49 48 
36,000- 47,999 89 7.1 6.7 2.0 1.7 61 56 
48,000 -71,999 62 8.1 7.3 3.2 2.7 73 65 
72,000 and over 42 9.0 8.2 4.0 3.4 79 71 

Husband's Education 
Less than Primary graduate 193 3.4 4.4 .6 1.0 17 30 

Primary Graduate 399 4.6 4.8 1.3 1.4 33 35 

Junior High 96 6.6 5.8 2.6 2.3 59 49 

High School graduate or more 117 8.2 6.6 3.2 2.5 68 48 

Total 805 

'Adjusted for income, education, and family size 

240 NT$ = 1 $ U.S. 

Table 3 

Selected Economic Attitudes for 
Nuclear Families, Married at Least 

Ten Years, by Family Size 

Consumption 
Number Aspirations 

of GM = 2.0 
Size of Family Cases Unadjusted Adjusted' 

Percentage With 
from 

Educational 
Expectations 
GM = 63% 

Unadjusted Adjusted' 

Expectations of help children 

Father's Measure Mother's Measure 
GM 6.0 GM 50% 

Unadjusted Adjusted' Unadjusted Adjusted' 

(1) (2) (3) (4) (5) (6) (7) (8) 

3 164 2.2 2.2 70 66 5.5 5.7 42 45 

4 243 2.1 2.0 68 67 5.8 5.9 49 50 

5+ 351 1.9 1.9 55 58 6.3 6.2 56 53 

Total 758 

Size of Family 

Percentage 
Better off 

Number 5 years ago 
of GM 21% 

Cases Unadjusted Adjusted 

Percentage 
Better off 

5 years from now 
GM = 21% 

1 Unadjusted Adjusted 1 

(9) (10) (11) (12) 

3 164 29 28 18 17 

4 243 19 20 21 20 

5+ 351 17 18 22 24 

Total 758 

'Adjusted for family income and husband's education 
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ESTIMATORS FOR SAMPLES SELECTED FROM TWO OVERLAPPING FRAMES 

Wayne A. Fuller, Iowa State University 
Leon F. Burmeister, University of Iowa 

1. INTRODUCTION 

The use of two frames or lists to select a 
sample of a population was, perhaps, first used 
by the United States Bureau of the Census in the 

"Sample Survey of Retail Stores" conducted in 

1949 and described by Bershad in Hansen, Hurwitz 
and Madow [1, p. 516]. Hartley [7] considered 
the design and estimation for such surveys. Lund 
[10], Cochran [3] and Williams [12] have also 
studied the problem and offered alternative 
estimation procedures. 

We assume two frames, A and B, containing 
NA and NB elements respectively are available. 
We adopt the notation of Hartley [7] and denote 
by Nab the number of elements included in both 

frame A and frame B. Na is the number of 
elements occurring only on frame A and Nb is the 

number of elements occurring only on frame B. 

Thus 

NA Na + Nab, 

NB =Nb +N 
ab 

and the total number of elements in the popula- 
tion, N, is given by 

N = Na + Nb + Nab Na + NB = Nb + NA. 

We call the elements contained only on frame 
A domain a, the elements only on frame B domain b 
and those elements on both frames A and B domain 

ab, or the overlap domain. We assume that simple 
random samples of sizes nA and nB are drawn 
from frames A and B respectively. The number of 
elements sampled from frame A and contained in 

domain a is denoted by na. The number of elements 
sampled from frame A and contained in domain ab 
is denoted by The number of sampled elements 
in domains ab and b drawn from frame B are 
denoted by b and nb respectively. Thus 

= na + and 

"B = "ab + 
(1.1) 

We consider the estimation of the number of 
elements in the overlap domain, Nab, and the 
estimation of the total of a characteristic, Y. 

We develop estimators which to order (n) are 
superior to those appearing in the literature. 

2. ESTIMATION OF Nab 

2.1 Estimation of Nab when Duplicated Items are 
Ignored 

We first consider the problem of estimating 
the number of elements in the overlap domain, 
Nab. Hartley [7] proposed the estimator 
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N ab,H 
nB 

(2.1) 

where p and q are constants with the property 

p q = 1. 

This estimator makes no use of elements in the 

sample that were selected both from frame A and 
from frame B. The variance of Hartley's estimator 
is given by 

Var(Nab,H) 
= p2fA2 

Var(nab) + 
g2f-2 

Var(n"b). 

(2.2) 

Since n' and n" are hypergeometric random 
variables, it foollows that the p which minimizes 
the variance is given by 

nANbgB + nBNagA 

where 
NA - nA 

gA NA - 1 

and 
NB 

1 

(2.3) 

For this value of p the variance of the estimated 
overlap domain is given by 

NabNaNb9 B 
Varo(Nab,H) 

nANbgB nBNagA 
(2.4) 

To obtain an estimator of Nab that is a 

function of the sample data only we set 

Nb = NB - Nab, 

Na =NA - Nab 

and substitute expression (2.3) for p into (2.1). 
Expression (2.1) then reduces to a quadratic in 

and we define a new estimator by this 
quadratic, 

+ - 
["ANBg + nBNAgA + 

+ "bgA]NANB = 0. 

(2.5) 

It can be shown that the roots of (2.5) are 
always real and that the largest root is always 
greater than or equal to the minimum of NA and NB. 
The smallest root is always contained in the 
interval zero to minimum (NA, NB), inclusive. 
Hence we take the left (smallest) root of (2.5) 

as the estimator of Nab. Note that the Hartley 



estimator (2.1) with fixed p, unlike the esti- 
mator defined by (2.5), does not always fall in 

the range of feasible values for Nab' 

The large sample properties of N abs are 
given in the following theorem. 

Theorem The sequence of estimators, Nabs' 
defined by (2.5) satisfies 

Var(Nab 
n Nab 

a+ bBNA + 0(1), 
A B agA 

and 

(2.6) 

E(Nab 
s) = Nab + 

0(I). 

Thus Nab has the same limiting variance as 
the linear estimator (2.1) employing optimal 
weights. Further the bias of Nab,sis of low 
order compared to the variance of Nab 

s' 
Based 

on these results we recommend Nab s 
as'an 

estimator for Nab when it is judged impractical 
to identify elements entering the sample from 
both frames. 

For replacement sampling the estimator 

Nab reduces to the maximum likelihood estimator 
presented by Williams [12]. 

2.2 Estimation of Nab when duplicated elements 
are identified 

Assume that the sample elements from 
frame A are compared with the elements from 
frame B and it is determined that nd of these 
elements are common. The probability that an 
element in domain ab will be selected in the 
sample from frame A and from frame B is 

(nA /NA)(n6 /4). Hence is an unbiased 
estimator of Nab. We consider the estimator of 
Nab constructed as the linear combination of 
three unbiased estimators: 

Nab,l 
+ rfBlnab 

+ (1 - p - (2.9) 

The variance of Nab,l is given by 

Var{Nab,l} = p2CA + r2CB + (1 - p - r)2 

[CA + CB + CAB] + 2p(1 - r - p)CA 

+ 2r(1 - r - p)CB, (2.10) 

where 

CA fA Var{n' 
ab} gAnA NaNab' 

-2 
CB Var{na 

b} NbNab 

and 

N 

CAB - 
NB 

NB + 

= N 
ab 

+ 0(1). 
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Minimizing the variance with respect to p 
and r we obtain 

CACB CABCB 

po CACB + CACAB CABCB 

and 

r = 

CACB CABCA 

(2.11) 

Substituting the optimum values of p and r into 
equation (2.10), we obtain 

NabNaNb9A9B 
Varo 

{Nab,l} fAfBNaNb + nBNagA + nANbgB 

(2.12) 

Comparing the variance expression (2.12) with 
that of Nab, H, (2.4), we see that identifying 
the duplicated items reduces the variance by a 
fraction depending upon the sampling rates and 
the proportion of the population in the overlap 
domain. That is, 

Var {Nab = [fB(1 - + 

Var - a)(1 - 

+ a)9A + -1 

(2.13) 

We now consider the maximum likelihood 
estimator of Nab. The probability of obtaining a 

sample with the given number of elements selected 
from the overlap domain is given by 

L{nab'nab'nd'Nab} 
L(nab'Nab)L(nab'ndInab'Nab) 

`nab 

(nNA 

Nb/ nb nd nd 

nB) 

Setting the ratio of L(n' 
n ab ) 

to 

L(nab'nab'nd;N 
ab 

1) equal to one, we find that 

the value of Nab maximizing the likelihood is 

given as the solution to the quadratic equationl 

(na + nab + nb)Nab,m [naNB + nab(NA + NB) 

+ nbNA - 
nanb]Nab,m nabNAN6 

= 0, (2.14) 

where 

n = 
nab 

+ näb 
ab 

nd. 

It is possible to show that Nab 
m 

is always given 
by the left root of (2.14). 



Theorem 2: The sequence of maximum likelihood 
estimators defined by (2.14) satisfies 

Theorem 3: The sequence of estimators defined by 

(3.1) satisfies 

NabNaNbgAgB Var {YS} = Na(fA1 - + [(1 - 

Var 
{Nab,m1 

- 
fAfBNaNb + nBNagA + nANbgB 

+ 0(1) 

and 

+ (1 - fA)fB)-1(1 fA)(1 
fB)Nabsab 

E 
{Nab,m 

- Nab} 
(fAfBN2 NaNbgAg6y 

+ - 1)Sb 

{(fAfBNaNb nBNagA + nANbgB) 

[-2Nab(nA - nB + fAfBNab) + + fBNab 

- fAfBNab)NB + + fANab - fAfBNab)NA 

fAfBNaNb]} + 0(). 

3. ESTIMATORS OF THE POPULATION TOTAL 

3.1 Duplicated items not identified 

We now consider methods of estimating the 
population total, Y. It is well known that, for 
example 

E {ÿalna,náb,näb,nb} = 

Therefore given an estimator of Nab we consider 
the estimator 

Ys 
= 

(NA 
N 
ab,s a + Nab,syab,s 

(NB Nab,$)Yb, 

where 

2 NabNaNbgAgB 
"ab a 

b) 0(1) 

(3.2) 

and 

Ms) = Y + 0() , 

where 

N 

1 a 2 

Na 1 (yai Ya) , 

a i=1 

2 1 
Nab 

Sab = Nab 
i 

(Yabi 

and 

Nb 

Sb 
2 

1 (Ybl 

b 1 

Hartley [7] originally suggested the 
estimator 

N 
(3.1) Y 

nA (n y + H 
A 

a a ab ab 

'ab,s (1 

nab 
1 

n' E = mean of elements in domain 
ab i =1 ab selected from frame A, 

n" 
ab 

y = mean of elements in domain 
ab nab 

j =1 j ab selected from frame B 

and 

nab (1 - 

w 
n' (1 f ) + n" (1 - f n' + n" 

ab B ab ab ab ab ab 
Yab,L n' + 

ab ab 

N 

+ (gnabyab + 
B 

and Lund [10] suggested the modification 

YL + Aab 

where 

+ 
nbyb' 

Clearly w has been chosen to minimize the 
variance of ab s' If the finite correction 
term can be ignored the estimator of reduces 

to the mean of all nab + n"b elements Selected 
from domain ab. 

Note that, given Nab s, the estimator Y is 

linear in the observations y.. Since the wesghts + f (1 - f )]N S2 + N (f -1 - 1)S2 
are not a function of the characteristic they B B ab ab b B 

apply equally well for all y- characteristics. 

(3.3) 

The variance of Lund's estimator 

Var(YL) = Na(fA1 _ + + fBr2[fA(1 - 
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-1 2 

gAnA NabNa[Ya 

2 

gBnB NabNb[Yb 

is never greater than the variance of Hartley's 
estimator. 

[fA1(1 - a) + (1 - 

Lund gave the optimum value of p as 

- + f1(1 - - 

and suggested the estimator 

nBfAlnaYa + nAfBlnb(Yab 
- ) 

[nBfAlna + nAfBlnb]yab 

Substitution of poL into YL (313) gives an 
estimator of the same form as Y5 of equation 
(3.1). 

The bias in Lund's estimator is o(1) while 
that of Ys is 0(1 /n). Further the estimator of 
Yab employed in Ys is more efficient than that in 

L for nonreplacement sampling. Also the linear 
form of (3.1) is clearly a computational advan- 
tage in large scale surveys. 

3.2 Duplicate Items Identified 

If the items entering the sample from both 
frame A and frame B are identified, the estimator 

Nab,m is superior to Nab,s. Also the mean of the 
distinct units is superior to as an esti- 
mator of the mean of the overlap domain. 
Therefore the estimator 

Ym (NA - Nab,m)Ya + Nab,myab + (NB - 

where 

1 

nab 

y = E y. = mean of distinct units 
ab nab 

=1 

and 

nab = nab + nn ab - nd, 

clearly has smaller variance than Ys. We have 

Var(Ym) = NafAl (1 - + (1 - fA - fAfB) 

- fAfB)-1NabSab 
+ 

Nbf61 (1 - 

-Yb)2NabNaNb(1 - 

+ 

[fAfBNaNb + nBNa(1 - + nANb(1 - 
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+ 0(1). 

4. ESTIMATION FOR GENERAL SAMPLING PROCEDURES 

We now relax the assumption of simple random 
sampling in each frame. We assume that sampling 
is such that yr)iased estimators of totals whose 
error is //L) and estimators of the variances 
whose error is (n / ) of these estimators are 
available. Let 

Y be an unbiased estimator of the total for 
a 

domain a constructed from the sample of 

frame A, 

Yb be an- unbiased estimator of the total for 

domain b constructed from the sample of 
frame B, 

Y' be an unbiased estimator of the total of 
ab 

ab constructed from the sample of 
frame A, and 

Y" be an unbiased estimator of the total of 
ab 

domain ab constructed from the sample of 
frame B. 

We assume that the observational unit is the 
same for the sample selected from frame A or for 
that selected from frame B and let 

Náb be an unbiased estimator of the number of 
observational units in domain ab con- 
structed from the sample of frame A, 

Näb 
be an unbiased estimator of the number of 
observational units in domain ab con- 
structed from the sample of frame B, 

N 
a 

be an unbiased estimator of the number of 
observational units in domain a constructed 
from the sample of frame A, and 

Nb be an unbiased estimator of the number of 
observational units in domain b constructed 
from the sample of frame B. 

In the previous sections an estimator of Nab 
was constructed from the two unbiased estimators 
Náb and Näb. Similarly an estimator of Yab was 
constructed from the two unbiased estimators áb 
and since the expected value of ab and 

given Nab, Náb 0, and Näb, 0, is Yab, 

it was possible to treat the estimation of Nab 
and Yab separately. 

If the sampling is other than simpleranglom, 
Nab and Näb may be correlated with Yab = Yab /Nab 
and = Yäb /Näb Therefore, to be efficient, 
it is necessary to use all auxilliary information 
in the estimation of, for example, Y. This 

suggests the estimator 

Yr = + + - ) + ß2(Yáó - Yäb), 

(4.1) 

where 

YB = Yb + Yn 

The optimal ß' = is given by 



Var(Nab - Cov(Nab - 

2 
sym. Var(Yab 

- Yab) 

+ Cov(YB,Nab) 

-Cov(Ya,Yab) + Cov(YB,Yab) (4.2) 

A consistent estimator of the variance of the 
estimator is 

Var(Yr) Var(Ya) + Var(YB) + 

+ - 

+ - (4.3) 

The estimator (4.1) is clearly recognizable as a 
multiple regression estimator. Hartley proposed 
the estimator 

YH 
Ya 

Yeb + Yb + p(Yeb 
Yäb). (4.4) 

Hartley's estimator is inefficient relátiveto 
i. if the partial correlation between Ya YB and 

Nab - Yäb is not zero. 

It is also clear that if other y- character- 
istics are observed in the survey it may be 

possible to further decrease the variance of the 
estimator (4.1) by including other unbiased 
estimators of zero in the regression estimator. 

The estimator (4.1) is not linear in y since 
is not a linear function of y. 

However it is 'nearly ]inear' in the sense that 
given the differences Nab 

- 
and the 

estimator is linear in y. Thus in a large scale 
survey one might be willing to choose a few y 
values to serve as auxilliary variables for all 
computations. This would simplify the computa- 
tions and guarantee numerical consistency between 
tables. 
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FOOTNOTES 

1. In order to simplify our presentation we 

ignore the fact that the estimate of Nab 
should be an integer. 

2. This assumption can be modified so that 

conclusions are applicable for cases wherein 

the observational units are different. 
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SENSITIVITY OF GENERATION TABLL OF WORKING LIFE FOR MEN TO DIFFERENT 
PROJECTIONS OF LABOR FORCE PARTICIPATION RATES AND MORTALITY RATES 

Howard N. Fullerton, Bureau of Labor Statistics 

Tables of working life currently have three 
principal uses. First, measures developed in the 

tables are used to estimate the entrants to and 
withdrawal from the labor force. Second, as an 
hypothetical work force, they may be used as 
models whereby the effects of various social and 
demographic factors may be studied. Finally, 
they are used in court cases to aid in the deter- 
mination of the potential loss of earnings 
incurred in cases of work -related deaths or 
injuries. 

Generation tables of working life for men were 
first developed by this writer earlier this 
year. (3) Their potential usefulness had been 
suggested in a Canadian study, and our own com- 
parison of such tables with conventional period 
tables has confirmed their usefulness. (2) In 

particular, generation tables have been found to 
be more realistic than period tables for measur- 
ing labor force flows and for certain kinds of 
through -time analyses and model construction. 
The superiority of the generation table was seen 
in each of the four measures most commonly uti- 
lized: the expectation of work -life remaining, 
the expected length of retirement, the rate of 
retirement, and the rate of accession to the 

labor force. 

As generation tables of working life come to 
be used more frequently, there is a need to see 
how sensitive they are to changes in rates of 
mortality and labor force participation. Because 
the relations of the events affecting labor force 
entry and withdrawal to age and mortality have 
not been described in theoretical terms, it was 
not feasible to carry out a theoretical analysis 
as has been done by Keyfitz for stable popula- 
tions. (4) Instead, an empirical analysis has 
been attempted. There are difficulties in 
generalizing from an empirical study. It is also 
difficult to know if the postulated changes in 
the mortality rates are of the same order of 
magnitude as the postulated changes in the labor 
force rates. However, the rates postulated are 
considered to be within the range of probable 
occurrences. Although this paper concentrates 
on the effects of these factors on generation 
tables, most of the conclusions also apply to 
period tables. 

This study was made for two work -cohorts of 
men, those entering the labor force in 1960 and 
in 1970. For each cohort, two assumptions con- 
cerning labor force participation rates in the 

future were made. The first was that the set of 
rates observed for men in 1970 would continue 
unchanged. This has been termed the "constant" 
labor force participation rate (LFPR) assumption. 
A second assumption was that the age- specific 
labor force participation rates would continue 
the gradual declines which have been observed, 
but that the change would be less for each 
successive period, ending with constant rates 
after 2020. Three sets of mortality rates were 
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used. The first two were the low and high pro- 
jections of mortality to 2000 made by the Social 
Security Administration (2) and the third was an 
assumption that mortality would continue at the 
1970 level after 1970. The Social Security 
Administration (SSA) low projection has the 
highest expectation of life, and the 1970 
mortality assumption has the lowest, while the 
SSA high projection falls between. The latter 
assumption is the one used by the Bureau of the 
Census in its recent projections. 

Thus, for each cohort, there are six tables 
of working life (or sets). In tables 1 through 
4, these measures are arranged in the same order, 
first the three sets for the constant labor force 
assumption, then the three sets for the declining 
labor force assumption. The order of the three 

sets within the particular labor force assumptirn 
is in order of lowest to highest mortality. For 
convenience in reference, we shall refer to a 

particulár set within a cohort by its column num- 

ber, i.e., 1960 (5) would be the table formed by 

the 1960 cohort with the declining labor force 

assumption and SSA high mortality, and 1960 (6) 
would be the table formed with the declining 
labor force assumption and 1970 mortality. 

The first measure to be investigated for 
sensitivity is the expectation of work -life 
remaining (table 1). For each of the cohorts, 
and under both projections of labor force partic- 
ipation, the higher the mortality, the lower the 
expectation of work -life. Also for each mortali- 
ty assumption, the declining labor force 
participation has a lower expectation of work - 
life. Three points can be explored in this 
connection. First, the ewx is less sensitive 
than the expectation of life remaining, ex, to 

changes in mortality projections. For example, 
for the 1970 cohort, assuming constant labor 
force rates, the expectations of life at age 16 
for each group were (in order of Increasing 
mortality) 56.8, 55.0, and 53.3, a range of 3.6 
years. The expectations of work -life for the 
same age were 46.8, 46.1, and 45.2 years, a range 
of 1.6 years. For the other labor force 
assumption for the 1970 cohort, and for the 1960 
cohort, the same observation applies. 

Second, within the 1960 cohort, the expecta- 
tion of work -life is almost the same for both 
columns (3) and (4) until age 55. This gives 
some indication of the difference between the 
two projections of labor force participation. 
The highest work -life expectancy in the declining 
labor force rate group is at the same level with 
the lowest in the constant labor force rates 
group. The correspondence is not so strong in 
the 1970 cohort, but the work -life remaining for 
1970 (4) for this cohort is only slightly greater 
than for 1970 (3). 

The effect of changes in the labor force 
participation rates on the expectation of work - 
life remaining may be obtained by comparing the 



measure for a given mortality assumption under 
each of the labor force projections for a cohort, 
i.e. by comparing columns (1) and (4). Until age 
65, there is a difference of about a year in 
ewx. For the 1960 cohort, the difference between 
columns (1) and (4) is 1.1 years until age 45, 
and for columns (2) and (5), one sear. (The 1970 
mortality rates are not as smooth, but the 
differences are either 1.0 or 0.9 years.) After 
age 45, the differences are slightly lower, 0.9 
or 0.8 years. At age 65, the effect of being 
well beyond the end of the period of projection 
(2000 and 2020 for mortality and labor force) 
override the differences between the cohort and 
the low expectancy of work -life and result in 
lower differences, either 0.6 or 0.5 years. 
However, this is a greater percent of the remain- 
ing work -life. At age 70, each of the cohorts 
and labor force groups has the same expectation 
of work -life for the same mortality assumption: 
6.9 years for SSA low, 6.6 years for SSA high, 
and 6.3 years for 1970 mortality. This is 
because work -life for most men ends before age 
70, and it also reflects the effects noted for 
age 65. 

The impact of the two different labor force 
assumptions depends on the cohort. For the 1960 

cohort, there is a difference of about a year 
between the expectation of work -life for the 
highest and the lowest mortality assumptions 
until age 45, when the work -life remaining is 
less than half that for age 16. For the 1970 
cohort, the difference between the work -life 
remaining for the high and the lowest mortality 
assumptions is about one and a half years and it 
declines slowly through age 60. Because both 
mortality and labor force participation are the 
same for all groups for ages 16 -25 for the 1960 
cohort, the pattern for that cohort differs from 
the 1970 cohort for the younger ages. These 
observations lead to the conclusion that when it 
is necessary to change either the mortality or 
labor force participation assumptions when pro. 
jecting the remainder of a cohort's work . 

experience, the work -life expectancy will be 
changed by a constant for those younger ages for 

which the data were not projected. The changes 
in work -life expectancy that have been observed 
in this exercise are of the same order as the 
1950 to 1960 changes in period tables. 

The next measure to be discussed is the 
expectation of "retirement" (table 2). In the 

context of this paper, "retirement" refers to a 
worker's final withdrawal from the labor force, 
not to participation in any formal program pro- 
viding annuity benefits.' Looking down any 
column, one observes that there is little change 
in the figures until age 65. The range in most 
cases is 0.3 years. The two Social Security 
Administration projections give a maximum 
expectation of retirement at age 35, with a 
relative maximum at age 55. These mortality 
projections have a relative minimum in the rates 
at the ages 25.30, and this combined with the 
maximum labor force participation rate for the 
following age group, causes the peak expectancy 
of retirement at age 35. The 1970 mortality 
rates are even lower at ages 25 -30, changing the 
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pattern enough that there is only a relative 

maximum at age 55. The appearance of maximums 
at age 55 presumably results from the effects 
of soon -to -occur labor force withdrawals and 
greater increases in mortality. 

Turning to the impact of the labor force 
participation rates upon the expectation of 

retirement, we note that the differences between 

the same mortality assumptions under the two 
labor force participation rates projected for 
each cohort are almost constant until the retire. 
ment ages, with only a drop of 0.2 years from 

age 16 to 60. This is different from what was 
observed with work -life expectancy. Further, the 

difference is a smaller percent at the older 
ages, the opposite of the behavior of the expec- 
tation of work -life. 

A change in the mortality assumption has a 
greater effect on the expected duration of 
retirement than on the expected length of working 
life. The difference between the expectation of 
retirement under the highest and the lowest 
mortality is about two years. It is here that 
another dissimilarity between the two labor force 
rates can be observed. For both cohorts, the 

1970 labor force rates provide a smaller differ- 
ence than the declining labor farce rates, but 
the 1960 cohort has slightly smaller difference 
between the highest and lowest mortality patterns 
within a particular labor force projection. 

Continuing the examination of the effects of 
different labor force and mortality patterns on 
mortality, we turn to the retirement rates 
(table 3). With the possible exception of ages 
65 -70, mortality assumptions that vary as much 
as those in the present study do not significantly 
change the retirement rates. This is an 
interesting discovery, since retirement at ages 
before 55 probably reflects forced withdrawal 
due to illness or injury more than voluntary 
action. One would therefore have expected to 

find some sensitivity to mortality. 

The retirement rates, however, are more 
sensitive to varying labor force projections. 
For ages 40 -45 through 65 -70, the declining 
labor force participation rates result in 
retirement rates that are 22 to 28 percent 
higher than the constant labor force rates for 
the same mortality rate in the same cohort. 
The difference in the assumed participation rates 
in this case could result in a sizeable over -(or 
under -) statement of the labor force, if used to 
estimate retirements or replacement needs. 

The final measure under consideration, the 
accession rate, is part of the actual work 
experience of the 1960 cohort, and does not vary. 
Data for the 1970 cohort are present in table 4. 
As in the case of the retirement rates, the 
accession rates are not sensitive to mortality. 
Since the accession rate is discounted for 
mortality, this is the behavior expected. The 

relation between the two labor force assumptions 
results in the sensitivity being different for 
different ages. The maximum labor force partici- 
pation rate under the declining labor force 



projection is almost the same as under the 
constant labor force, but the route to the 
maximum takes a different path. For the declin- 
ing rates, there are fewer accessions at ages 
16 -20, and more during ages 20 -25. There are 
fewer accessions under the declining pattern for 
ages 25 -30. As a result, there are slightly less 
(2 percent) accessions for the younger ages, and 
more accession at ages 20 -25 (7 percent). How- 
ever, the rates are not of the same order for 
successive age groups. If the accession rates 
for ages 16 -20 and 20 -25 are combined, there is 
little difference, (less than one percent), 
although the declining labor force always has 
the lower rate: 

Assumed mortality Assumed labor force 
rates participation rate 

Constant Declining 

SSA 1 568.1 563.3 
SSA h 567.5 562.7 
1970 564.0 559.3 

Although the expectation of work -life and of 
retirement are of interest as indicators of 
future work patterns, within the Bureau of Labor 
Statistics generation working life tables are 
primarily used as sources for estimates of 
accession and separation rates (including death 
and retirement). These measures are used to 
estimate gross flows into and out of the work 
force and are defined so that they may be 
applied to the entire population (accession 
rates) or labor force (separation rates). The 
retirement rate is used to estimate occupational 
replacement needs (5). The age distribution of 

persons employed in a given occupation is multi- 
plied by the corresponding separation rates from 
the working life table. Until period working 
life tables were constructed recently from pro- 
jections of the labor force and mortality, the 
projected separations were based on the most 
recent working life table, which might refer to 

a period almost a decade in the past. For pro- 
jecting to 1985, the technique contemplated is 
to use one set of rates to go from the age 
distribution for an occupation reported in the 
1970 Census directly to the separations in 1985 
(with an adjustment for the changes expected in 
the age distribution of the labor force). For 
this purpose, a generation rate rather than some 

combination of the 1975 and 1980 period retire- 
ment rates would be more realistic. 

Summary 

The purpose of this paper has been to investi- 
gate the impact of various projections of 
mortality and the labor force on selected 
measures of labor force activity derived from 
generation tables of working life for men. The 

results are summarized in table 5. 
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Table 2. Expectation of retirement 

Cohort and 1960 Cohort 1970 Cohort 
mortality Constant lfpr Declining lfpr Constant lfpr Declining lfpr 

Age SSAL SSAH 1970 SSAL SSAH 1970 SSAL SSAH 1970 SSAL SSAH 1970 
(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6) 

16 9.9 8.6 7.9 11.0 9.6 8.9 10.0 8.9 8.0 11.1 9.9 8.9 
20 9.9 8.8 8.0 11.0 9.8 8.9 10.0 8.9 8.0 11.1 9.9 8.9 
25 10.1 8.9 8.1 11.2 9.9 9.1 10.1 9.1 8.1 11.2 10.1 9.1 

30 10.1 9.1 8.2 11.2 10.1 9.1 10.2 9.1 8.2 11.3 10.1 9.1 

35 10.2 9.2 8.3 11.3 10.1 9.2 10.3 9.2 8.3 11.4 10.2 9.3 
40 10.1 9.0 8.2 11.1 10.0 9.1 10.2 9.1 8.2 11.2 10.1 9.1 
45 10.1 9.1 8.2 11.0 10.0 9.1 10.2 9.0 8.2 11.2 9.9 9.1 

50 10.1 9.0 8.2 11.0 9.9 9.0 10.1 9.1 8.2 11.1 10.0 9.0 
55 10.2 9.1 8.4 11.1 10.0 9.2 10.2 9.2 8.4 11.1 10.0 9.3 
60 10.0 9.0 8.4 10.9 9.8 9.2 10.0 9.1 8.4 10.9 10.0 9.2 
65 8.9 8.2 7.7 9.6 8.8 8.3 8.4 8.2 7.7 9.6 8.9 8.3 

70 4.8 4.4 4.2 4.8 4.4 4.2 4.8 4.4 4.2 4.8 4.4 4.2 

Table 3. Retirement rates 1/, per thousand 

Cohort and 
mortality 

1960 Cohort 1970 Cohort 
Constant Declining lfpr Constant lfpr Declining lfpr 

Age SSAL SSAH 1970 SSAL SSAH 1970 SSAL SSAH 1970 SSAL SSAH 1970 

(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6) 
30 -35 - 0.1 0.1 0.1 0.5 0.5 0.4 0.0 0.0 0.1 0.0 0.1 0.1 

35 -40 - 1.4 1.4 1.3 1.7 1.6 1.7 1.4 1.3 1.3 1.9 1.9 1.8 

40 -45 - 2.0 2.1 2.1 2.8 2.9 2.9 2.0 2.0 2.1 2.8 2.8 2.9 

45 -50 - 3.6 3.3 3.4 4.4 4.2 4.3 3.6 3.6 3.4 4.4 4.4 4.3 
50 -55 - 4.9 6.4 5.3 6.1 7.5 6.4 5.0 5.0 5.3 6.1 6.1 6.3 

55 -60 17.8 18.4 17.2 21.9 22.5 21.3 17.6 17.6 17.2 21.8 21.7 21.3 
60 -65 57.4 53.7 58.8 73.4 69.7 75.0 57.7 58.0 58.8 74.0 74.5 75.4 
65 -70 - 160.5 159.9 158.9 196.2 195.1 194.5 160.5 159.6 158.8 197.0 196.0 195.2 

Retirement refers to final withdrawal from the labor force. 

Table 4. Accession rate, per thousand, 1970 cohort 

Labor force: 
Mortality: Age group 

Constant if ?r Declining lfpr 

SSAL SSAH 1970 SSAL SSAH 1970 

16 -20 486.0 485.8 48433 474.6 474.4 473.0 

20 -25 82.1 81.7 79.7 88.7 88.3 86.3 

25 -30 14.0 13.4 11.7 12.2 11.6 9.9 

lfpr: labor force participation rate 
Mortality: SSAL: Social Security Administration low projection 

SSAH: Social Security Administration high projection 
1970: Rates remain at the 1970 level after 1970. 
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Table 5. Sensitivity of various measures of labor force activity 

Measures from table of working 1 ife 

1/ 2/ 5S x 5Ax 4/ 

A. Sensitivity to mortality rate 
16 -30 

30 -55 

55 and over 

B. Sensitivity to labor force 
participation rate 

16 -30 

30 -55 

55 and over 

M 

L 

L 

L 

L 

L 
L 

M 

L 

L 

M 
M 

L 

L 

L: low sensitivity 
M: moderate sensitivity 

1/ The expected length of working life remaining at age x. 
2/ érx The expected duration of retirement of retirees at age x. 
3/ 5Srx= The rate of separations from the labor force for reasons other than death at age x to x +5, 

per 1,000. 

4/ 5Ax The rate of accession to the labor force at age x to x+5, per 1,000. 
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SOME DYNAMIC INDICATORS OF NEIGHBORHOOD CHANGE* 

Stephen Gale, Northwestern University 

Eric G. Moore, Northwestern University 

Several recent studies of social and residential 
mobility have argued that the descriptive proper- 
ties of discrete space stochastic matrix models 
provide extremely useful constructs on which to 

base explanatory inferences concerning both the 
distribution and transformation of local popula- 
tion characteristics. Furthermore, when these 
models are time homogeneous (even if only in the 
short run), it can be shown that they may also be 
used as a basis for projections of future distri- 
butions. Unfortunately, owing to limitations in 
the availability of data and very weak conceptual- 
izations of most city and regional planning situa- 
tions, there have been few attempts to employ 
these models in development of such indicators for 
use in social planning and decision -making. This 

has been especially true in those cases when time 
homogeneity is not demonstrably present and sensi- 
tive indicators of change are required. In this 

paper, we will outline an approach using stochas- 
tic matrix models to generate indicators of social 
and residential changes in small areas. More spe- 
cifically, we show that by using the types of de- 
tailed longitudinal data files currently being de- 
veloped in several cities in the United States and 
Europe, selected parameters can be used to present 
summary descriptions of associated short -range 
shifts in social structure and neighborhood compo- 
sition as well as a formal framework for develop- 
ing indices of structural change. 

1. Social Indicators 
As they are usually conceived of, social indica- 

tors are sets of measures which summarize certain 
(functionally specified) observable properties of 
a complex system and which may be compared with 
identical measures for the same properties of 
other (perhaps ideal) systems. Where the rele- 
vant properties of the system are known to be homo- 
geneous in their behavior, there is clearly no 

need for other than descriptive indicators. Where 
the system is heterogeneous, alternative measures 
of observable characteristics must serve to indi- 
cate the state of the system and its pattern of 
change or deviance.l 
The problem in developing social indicators is 

to find those measures which accurately and inter - 
comparably describe the states of the social sys- 
tem, their patterns of change, and those instru- 
mental factors which can potentially be used to 
regulate these changes. This problem, itself, 
can be regarded as made up of four related sub- 
problems: (a) issues concerned with the relation- 
ship between the types of indicators and their 
uses (i.e., functional questions); (b) the formu- 
lation of conceptual models; (c) data availability; 
and (d) the difficulties encountered in devising 
uniformly meaningful (and interpretable) measures 
or scales. The first and last of these problems 
(a and d) require much deeper philosophical and 
mathematical analysis than can be provided here 
and thus neither of these issues will be treated 
in this paper. We will concern ourselves primari- 
ly with the development of a particular functional 
class of dynamic indicators (i.e., for local area 
population changes) and, more specifically, with 
the kinds of conceptual models and data required 
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for their development. 

1.1 A Conceptual Model 

The proposed indicators of local population 
change require a conceptual model combining both 

neighborhood status and change components; this 

model should include not only measures of current 
conditions but also parameters which reflect the 

size, direction, and relationships among the vari- 

ables which affect shifts in these conditions. Of 

the several formal models which have been employed 

in studying local area mobility, perhaps the most 
significant development has been the use of dis- 
crete space stochastic process models based on in- 

dividual -level (disaggregated) data. Originally, 
these models seemed appealing mainly because it 

appeared that the characteristics of the residen- 

tial location and relocation process bore striking 
similarities to the processes of social mobility 
and age- specific population change, both of which 

have been examined using stochastic models (e.g., 
Bartholomew (1967), White (1970)). More recently, 

additional epistemological and methodological justi- 
fication has been provided for the use of this 
class of models through an examination of the cri- 
teria for explanation and explanatory evidence 
(Fisher (1960), Gale (1971), Gale (1973)). These 
models will thus be employed as the formal basis 

of our subsequent development of social indicators. 

Since many of the analytical consequences of 
using discrete space stochastic matrices as models 
of residential location behavior are predicated on 
a close correspondence between the desired theory 
and the definitions and classification schemes em- 
ployed, it is particularly important that these 
aspects of the model be fully comprehensible. In 

this regard, it is useful to have a notation which 
both illuminates the definitional and classificato- 
ry issues and provides an explicit means for com- 
paring results obtained from several alternatives. 
Such a notation has been described previously in 
terms of a general finite -dimensional cross- classi- 
fication table KN where N = is the set of 
properties or conditional predicates and Kni = {kîi, 

is the set of classifications associated 
with each of the properties, (i= 1,...,N) 
(Gale (1972))2 
Using this framework, the specific conceptual 

model of neighborhood change is defined as a K6 
time- dependent contingency table which, in order 
to satisfy both planning needs and the desire to 
be consistent with existing theory, includes in- 
formation on geographic area, the attributes of 
households, and dwelling -unit type. The model is 

thus defined by N = {nl,n2,n3,n4,n5,n6} and Kni= 
{k ?i,...,kfi} (i= 1,...,6). nl is geographic area 

at time t, n2 is geographic area at t +l, n3 is type 
of dwelling unit at t, n4 is type of dwelling unit 
at t +l, n5 is household -type at t, and n6 is house- 
hold -type at t +l; and represent the classi- 
fication of K1 =K2 =n mutually exclusive and exhaus- 
tive subareas, Kn3 and Kn4 represent the classi- 
fication of the K3 =K4 =s mutually exclusive and ex- 
haustive dwelling -unit types; and and Kn6 re- 
present the classification of K5 =K6 =m mutually 



exclusive and exhaustive household -type subgroups. 
If we now define the allocation of household 

types to dwelling -unit types as the occupancy 

pattern at time t (e.g., the set of n x s x m 
submatrices, A(t), corresponding to the dimensions 

and n5), we may then designate the focus 
of our attention as being on both the nature of 
the occupancy patterns, A(t), and the matrices 
which transform A(t) to A(t +l). 

1.2 Data 
The choice of a generalized cross- classifica- 

tion model as the conceptual framework for the 
development of dynamic social indicators does 
more than specify the form of the model with 
which we will work; it also strongly influences 
the kinds of data required to estimate the para- 
meters on which the indices are based. For ex- 
ample, by a judicious selection of class bounda- 
ries so as to coincide with the units on which 
federal and state agencies collect information, 
the nxsxm matrix representing the overall 
occupancy pattern can be obtained directly from 
published records. However, where alternative 
classifications and definitions are desired and 
where the matrix which transforms one state 
description to another is of interest, more fine- 
ly disaggregated (i.e., individual level) data 
are generally required.3 

For the present purposes, the combination of 
model- specific and functional requirements 
strongly implies that data be collected on the 
level of individual units. For geographic areas 
this requires a specific spatial referencing sys- 
tem (e.g., coordinate designations); for dwelling - 
unit types, detailed information on the size and 
condition of each unit; and for household -type, 
detailed information on characteristics such as 
family structure, age, race, and economic condi- 
tion. Moreover, since the conceptual model with 

which we will be working involves time dependen- 
cies, the data collected must also include infor- 
mation which allows inferences on changes in 

status at intervals which are appropriate to the 

problem in hand. 
Clearly, the type of data we require is not 

generally available in the United States (al- 
though it is available in some European countries). 
However, under funding from federal, state, and 
local sources, one city has recently developed a 

set of data on which to base the types of dynamic 
indicators in which we are interested; these data 

are currently available for both 1971 and 1972. 
Locational information is given by the address of 
the dwelling as well as a household identification 
number. By using address matching procedures it 
is thus possible to extract information concern- 
ing dwelling- specific occupancy changes as well 
as removals (e.g., demolitions) and additions 
(e.g., new construction).4 

2. A Representational Model of Neighborhood 
Change and Some Classes of Dynamic Indicators 

We now consider a specific form of the concep- 
tual model described in section 1.1. In particu- 
lar, we examine the form of the 6 -way matrix which 
transforms A(t) into A(t +l). To this simple model 
we also wish to add "birth" (e.g., new construc- 
tion) and "death" (e.g., demolition) components. 
Moreover, since the size of this 6 -way matrix 
would render direct analysis impracticable in most 
cases and since our main interest is on the shifts 
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in occupancy patterns for given sub -areas, we 
will also modify the model such that we consi- 
der only area -specific occupancy patterns--i.e., 
the transformation from A(t) to A(t +l) 
...,n).5 More specificafy, we define the area - 
specific occupancy matrices as the set A(t)= 
{ak(t)} with marginals (t) k(t)} (the 
Actor of household composition of area at t) 
and = (the vector of dwelling unit 
composition in area at t). 
Planning interest is usually focused on the be- 

havior of either aH(t) or,¿a (t). For present 
purposes we will focus on,¿aH(t). The basic ar- 
gument to be pursued is twofold: 

i) that the transformation from j.aH(t) to 

LaH(t +l) is dependent on the specific occupancy 
pattern ,¿A(t) and therefore we need to develop 
measures of the differential contribution of dif- 
ferent dwelling -unit types to changes in the house- 
hold composition; and 

ii) that the transformation from to 

¿aj(t +1) possesses three components and therefore 
we need to develop measures of the differential 
contribution of each of these sources to changes 
in household composition. The set of computed 
measures for each of these decompositions would 
then provide the basic set of descriptive indica- 
tors of the process of change which can be used 
as input to planning and policy decisions. (Note 

that each set of such measures is definition and 

classification specific.) 

2.1 A Representational Model of Neighborhood 
Change 

Three classes of events may be regarded as 
leading to changes in,¿A(t): 

decrements to the stock due to demolition, 

abandonment, dwelling unit combination and divi- 
sion; ii) additions to the stock due to new 
construction, dwelling unit combination and divi- 

sion; iii) changes in the household and dwelling 
unit characteristics of dwelling units whose phys- 
ical identity remains the same during the inter- 

val (t +l -t). This class of events is further 
split into two components. We first define an 

occupancy transfer as the replacement of one 
household by another during the interval (t +l -t) 

and then define the two events as a) changes in 

household and dwelling characteristics for those 
dwelling units experiencing an occupancy trans- 
fer; and b) changes in household and dwelling 

characteristics for dwelling units not experien- 
cing an occupancy transfer. 
The following notation will be used to describe 

the above conditions: 
= {.d. (t):1= 1,...,s,k= 1,...,m}, the matrix 

of decrements to the occupancy 
classes 

t)= D 1,...,m} 

= {.m. (t):1= 1,...,s;k =1,...,m }, the occupan- 
cy pattern at time t of dwelling 

units experiencing occupancy trans- 

fers in the interval (t +l -t) 

.M *(t) }, the occupancy pattern at time 

t +l of those dwelling units ex- 
periencing occupancy transfers in 

the interval (t +l -t)) 

.S(t) = {.s. (t) }, the occupancy pattern at time t 

of those dwelling units not ex- 

periencing occupancy transfers in 



the interval (t +l -t) 

.S *(t)= }, the occupancy pattern at time 
t +1 of those dwelling units not ex- 
periencing occupancy transfers in 

the interval t +l -t) 

.b(t)= {.b(t) }, the vector of additions by 
dwelling type during (t +l -t) 

B *(t) = {.b* (t) }, the occupancy pattern of 
4 

1 dditions at the end of the inter- 
val (t +l -t) 

Relations between these patterns are illustrated 
in Figure 1. 

For the present we will assume that the char- 

acteristics of D(t) and LB*(t) are known and we 
will therefore focus our attention on the transi- 

tions from to £M *(t) and from to 

*(t). 

2.1.1 *(t) 

Given the availability of disaggregated data on 
occupancy patterns at t and t +l which includes 
household name and address identification (as dis- 
cussed in section 1.2), we are able to represent 
this transfer system as a 4 -way contingency table 

whose individual elements kk1(t) repre- 
sent the number of dwelling units in occupancy 
class jk at time t (the occupancy of a type of 
dwelling unit by a type k household which, in ex- 
periencing an occupancy transfer, changed to occu- 
pancy class hht at time t +l. In many practical 
situations we may make a useful modification by 
assuming that dwelling characteristics remain 
stable in the short run. We then define the 
modified 3 -way table +(t) with elements 

Expression (4) gives a model of this 

class of occupancy changes: 

(4) 

where ,¿mj(t) is the jth row of M(t), is 

the jth row of ¿M*(t), and is the house- 
hold transfer matrix for the jth dwelling type in 
area L; its elements are given by 

(t) 

f 
+ 

2.1.2 .S(t) + *(t) 

We may also define corresponding representations 
for those dwelling units not experiencing occu- 
pancy transfers. The notations corresponding to 

¡F(t) and ,¿F +(t) and and .¿G +(t), and cor- 
responding to expression (4) we have 

(t)= 
(t) (5) 

An important rationale for formulating the pro- 
cess in this way is that it is now possible to 
test a wide variety of hypotheses concerning the 
structure and components of changes in the sys- 
tem as well as for interactions between household 
and dwelling classifications. Furthermore, in 
the short run it is also possible to examine the 
degree to which ¿jP(t) and ,¿1Q(t) are spatially 
and temporally homogeneous, thus casting greater 
light on small area forecasting problems. How- 
ever, in the present context we are concerned 
mainly with developing sets of measures from this 
basic structure which will yield more sensitive 
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statements regarding change than those currently 
available; it is to this problem that we now turn 
our attention. 

2.2 Some Classes of Dynamic Social Indicators 

The detailed representational model of neighbor- 
hood change outlined above (section 2.1) can be 
used to generate a wide range of measures relating 
both to the persistence of particular occupancy 
classes and to the rates of change in population 
composition attributable to different sources. 
For illustrative purposes we will consider two such 
classes: (i) those relating to gross mobility as- 
sociated with given occupancy classes; and (ii) 
component rates of change for occupancy classes. 

2.2.1 Gross Mobility by Occupancy Class 
The activity rate associated with a given occu- 

pancy class provides an indication of the degree 
of involvement of that class in neighborhood mo- 
bility and, indirectly, of the potential for regu- 
lation of change in that occupancy class. To ob- 
tain such an index from the model of occupancy 
patterns we define a measure akin to the usual 
gross movement rate which is used in migration 
studies (e.g., Gittus (1961)). Let the total 
activity rate of an occupancy class jk be given by 

where 

_(k .f ) +(gjk.. +í.g.. 
0.5(¿f 

+.f +t ;g.. 
The overall activity rate of the dwelling type j 
(W.) can also be obtained as a weighted aver - 
agelof the ¿W k. 
A measure which is complementary to the total 

activity rate is the degree of persistence of an 
occupancy class over time. Although this could 
be computed by taking the proportion of vk(t) 
which is still in occupancy class at t41, such 

a measure would be misleading in that it is com- 
posed of two distinct elements: 

persistence deriving from the propensity to 

move; and 
ii) persistence deriving from the probability of 

an out- migrant household being replaced by 
another household with the same characteris- 
tics. 

However, if we define the persistence due to the 
first element as 

and, for the second element as 

we can obtain the following identity for the over- 
all persistence of occupancy class 

jkUT= 
+(1- (6) 

where ¡ea is the proportion of dwelling units in 
which experience an occupancy transfer in 

(t +1 -t). The advantage of this type of index is 
that we can now link the concepts of stability and 
change with the mobility rate of different sub- 
groups. As has been shown elsewhere (Moore (1972)) 
there is no necessary relation between mobility and 
change, and one function of developing these classes 



of indicators is to spell out the range of rela- 

tions in specific urban relocation situations. 

2.2.2 Component Rates of Change 
An important set of measures from the stand- 

point of the local area planner are the rates of 
change in each occupancy class attributable to 
the classes of event defined above (section 2.1). 
At an early stage of inquiry, knowledge of such 
rates provides perhaps the strongest basis on 
which to evaluate the consequences of different 
planning and policy decisions affecting a partic- 
ular local area. For each of these classes of 
events we may thus define the following rates of 
change for a given occupancy class, jk: 

i) due to decrements= = 1' 

ii) due to additions = - 

iii.a) for dwellings experiencing 
occupancy transfers 

= 

iii.b) for dwellings not experiencing 
occupancy transfers 

and the composite measure for events (iii.a) and 
(iii.b) 

+(1- (7) 

Equation (7) has particular import for under- 
standing the processes underlying neighborhood 
change. It is quite possible that and 
have different signs and change in composition 
will thus depend critically on the mobility rate 

For example, in some cases (e.g., inner 
city apartment areas) it is only a high mobility 
rate which can maintain the population composition 
in stable form and it is crucial for a planner to 
be able to distinguish between this and sta- 
bility which results from very low overall mobi- 
lity rates. 

2.3 Indicators: A Prospectus 
The set of indicators outlined above are for 

highly disaggregate sub -groups. One of the tasks 
for subsequent analyses is to identify sub - groups 
of areas, household, and housing types over which 
the indicators are homogeneous. We expect to be 
able to use the definitional properties expressed 
by the notation of the KN model in combination 
with existing theory relating to residential mo- 
bility, filtering of house values, condition 
aging and residential location to provide bases 
for formulating hypotheses regarding the specifi- 
cation of definitional and classificational'pro- 
cedures which lead to homogeneity. At present, 
this theory is not sufficiently strong to enable 
us to forego the use of the kind of disaggregate 
analysis we have outlined. However, by employing 
such an analysis in a wide variety of cases, it 

is hoped that a basis will be provided for 
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modifying and refining existing theory in such a 

way as to make detailed monitoring necessary in 
only a few representative cases. 

Footnotes 

The support of the Urban Systems Engineering 
Center, Northwestern University, is gratefully 
acknowledged. 

1. It is possible to treat this problem formally 
by using time inhomogeneous Markov processes or 
semi -Markov processes (e.g., Ginsberg (1972), 

Gilbert (1972), rather than by developing indices 
but, given our weak understanding of neighborhood 
change, the assumptions contained in these models 

are still unnecessarily restrictive. 
2. Note that this is especially crucial when 
sensitivity tests are to be employed to assess 
the stability of the computed parameters and in- 
dices under alternative theoretical conceptuali- 
zations. 

3. The transformation matrix can be uniquely 
computed from marginal distributions only under 
the condition in which there are no higher -order 
(i.e., third or fourth order) interactions 
(Goodman (1970)). Since most of the literature 
on residential relocation indicates that this is 

not the case, and since there is no a priori 
reason to believe that it should be true for any 
particular sub -population, we will not treat this 
aspect in any further detail. 
4. Note that this implicitly restricts us to 

considering those changes that take place at in- 
tervals of at least one year. However, for most 
types of neighborhood changes this appears to be 
quite adequate. 
5. Note that other kinds of mobility models 

could also be defined using this same framework- - 
e.g., residential mobility, condition aging, 
occupational mobility, etc. 
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THE INFLUENCE OF LABOR FORCE PARTICIPATION ON FERTILITY IN 

Sidney Goldstein, Brown University 
Introduction 

Increasingly, discussion of the appropriate- 
ness and effectiveness of methods to limit popu- 
lation growth have focussed on those measures 
which go beyond family planning to emphasize the 
need for adoption of policies "expressly related 
to family roles and opportunities for legitimate 
alternative satisfactions and activities" (1). 

Proponents of such measures argue that they of- 
fer greater promise of reduction in family size 
because they directly assault the motivational 
framework of reproduction. Among the means sug- 
gested for limiting reproduction within marriage 
as well as postponing marriage is modification 
of the complementarity of the roles of men and 
women (3). Of particular interest in this re- 
gard is the nature of the relation between fe- 
male labor force participation and fertility. 

In contrast to the generally well established 
negative relationship between female employment 
and fertility in the industrialized world (See, 

for example, 16, 17), research focussing on less 
developed countries points to no such uniform 
pattern (See, for example, 5, 10, 11, 13, 17). 

There is increasing evidence to suggest, however, 
that the greater the incompatibility between the 
role of mother and worker, the greater is the 
differential fertility behavior of workers and 
women not in the labor force (12, 19). Also, it 

may not be labor force participation per se, 
but rather a series of other variables associ- 
ated with labor force participation, such as 
later age at marriage and longer periods of 

schooling, which affect fertility levels (20). 
If the degree of incompatibility between the 

roles of mother and worker affects the extent of 
difference in fertility level between working 
and non -working women, one would expect such 
fertility differentials among rural women to be 
less than those of urban women; participation 
in farm work as well as the greater availability 
of parental surrogates would lead to less role 
conflict among working women in rural places in 

contrast to the situation in urban places where 
the likelihood of work in the modern sectors of 
the economy, the greater separation of work and 
residence, and the absence of parental surro- 
gates are all probably greater (6). 

The analysis of fertility differentials in 

Thailand provides some opportunity to test the 
relationship between fertility and labor force 
participation of women in a developing country. 
Like many such countries, Thailand has had a 
high growth rate, over three percent, due large- 
ly to continuation of fertility levels exceed- 
ing 40 per 1,000 (2, 15, 18), while mortality 
declined sharply (14). The country remains 
highly rural in character: three - fourths of 
its population live in households engaged in 
agriculture, and over four -fifths of the econom- 
ically active population 11 years of age and 
older work on farms. Yet, urbanization in Thai- 
land is assuming increasing importance (9). The 
1970 level of urbanization (14.7 percent) was 
still low, but the urban growth rate is high, 
averaging about 5 percent a year. Particularly 
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noteworthy has been the very rapid population 
increase in Greater Bangkok, which grew from only 
0.8 million persons in 1947 to 2.9 million by 
1970. Containing over half of all of Thailand's 
urban population, Greater Bangkok accounted for 
almost two- thirds of all urban population growth 
in the country. Yet, urban development has also 
begun to permeate all regions of Thailand and has 
become an important factor in the complex process 
of national, social, and economic development. 
The existence of differential patterns of urban 
and rural female labor force participation sug- 
gests the desirability of assessing the extent 
to which such differentials are, in turn, associ- 
ated with differential patterns of fertility. 

The Data 

Just recently special tabulations based on a 

1 percent sample tape of the 1960 Thai census 
became available; they provide one of the first 
opportunities for a comprehensive assessment of 
fertility differentials in Thailand. The data, 

based on a question on children ever born to ever 
married women, permit controls for age of mother, 
urban -rural residence, and agricultural household 
status,' and make possible the evaluation of the 
relation between labor force participation and 
fertility in Thailand. Furthermore, a compara- 
tive analysis for both the urban and the rural 
segments of the population provides the opportu- 
nity to explore further, although indirectly, the 
relation between fertility and the compatibility 
of the roles of mother and worker. (For discus- 
sion of the limitations of the data from the 1 
percent tape for fertility analysis, see 8.) 

Urban -Rural Differentials in Fertility. Labor 
Force Participation, and Occupation 

As in many countries of the world, urban -rural 
residence in Thailand is related to fertility 
level. For the kingdom as a whole, the average 

number of children ever born per 1,000 ever mar- 
ried women was reported as 4,261 in 1960. But 
the fertility level varied from a high of 4,461 
for the rural, agricultural population to a low 
of 3,375 for those living in Bangkok. Bangkok's 

level, about 25 percent below that of the most 
rural part of Thailand, corroborates the signifi- 
cant impact of the urban residence on fertility 
levels. But it also emphasizes that the still 

predominantly rural character of Thailand and 
the high rural fertility account for the high 
fertility level characterizing the country as a 

whole. 
Thailand's rural character also accounts for 

the exceptionally high proportion of its adult 

female population in the labor force (4). In 

1960, 78 percent of all adult females and over 

85 percent of those between ages 20 and 50 were 
labor force participants (Table 1). The high 

proportion of women in the labor force results 
largely from the inclusion of unpaid family work- 
ers, particularly those engaged in agriculture. 
For Thailand as a whole, 82 percent of all 



females in the labor force were unpaid family 
workers. Compared to 87 percent of the rural, 
agricultural women aged 11 and over who were in 
the labor force, only one -third of those in Bang- 
kok were reported as working. Moreover, 97 per- 
cent of all working women living in rural, agri- 
cultural households worked on farms, compared to 
only 2.4 percent of those in metropolitan Bang- 
kok. As would be expected, the female urban 
labor force is characterized by considerable 
variation in occupational composition with one - 
third employed as sales workers, one quarter as 
skilled laborers, and almost one -fifth as ser- 
vice workers (Table 2). These differential pat- 
terns of labor force participation by urban - 
rural residence emphasize the desirability of 
ascertaining the pattern of fertility differen- 
tials characterizing the labor force partici- 
pants and non -participants as well as the im- 
pact which urban -rural residence and type of oc- 
cupation have on fertility. 

Labor Force Participation and Fertility 

For the kingdom as a whole, the fertility level 
of women who were in the labor force in 1960, as 
shown in Table 3, was 15 percent higher than that 
of women classified as housewives, and 10 percent 
higher when standardized. Thus, for Thailand as 
a whole, participation of women in the labor 
force as measured by "current" activity patterns 
is not associated with lower fertility. To the 
contrary, these particular data suggest that fac- 
tors associated with labor force participation 
may be conducive to higher average fertility. 
This pattern of differentials runs counter to 
that noted for the developed world, as well as 
for many developing countries. 
But the age specific data suggest that the re- 

lation between labor force participation and fer- 
tility may operate differentially for the vari- 
ous age segments of the population, favoring 
lower fertility among labor force participants 
compared to housewives under age 30, and higher 
fertility for the labor force participants aged 
30 and over, with the degree of difference be- 
tween the economically active women and the 
housewives tending to increase with increasing 
age. This pattern suggests that among those in 
the early and peak ages of childbearing, partici- 
pation in the labor force is more incompatible 
with fertility than it is among older women, 
especially those who have completed their child- 
bearing. 

The higher fertility levels of older employed 
women compared to the housewives may reflect sev- 
eral situations: 1) Higher cumulative fertility 
may force women to work in order to meet the 
greater consumption needs of the larger household 
size. 2) The availability in the household of 
older children who are able to care for the youn- 
ger children may permit a higher degree of labor 
force participation by these mothers (19). 3) 

For women aged 45 and over, the end of child- 
bearing may facilitate labor force participation. 
The higher fertility characterizing the eco- 

nomically active women in the kingdom as a whole 
does not extend uniformly to all residence cate- 
gories, but shows a.clear -cut pattern in rela- 
tion to urban -rural status. For both the labor 
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force participants and the housewives in the ru- 
ral, agricultural category, fertility exceeds 
that of comparable groups in all other urban - 
rural categories, but the differential between 
labor force participants and housewives within 
the rural, agricultural category is very small 
for both the unstandardized and standardized le- 

vels. 

Yet within the rural population there are some 
age differentials following the same pattern as 

noted earlier for the kingdom as a whole. Be- 
cause the rural, agricultural category of em- 
ployed women includes such a large proportion of 
unpaid family workers, participation in the labor 

force and continued maintenance of the role of 
mother are not strongly incompatible. This may 
well account for the relatively low level of 
fertility differentials characterizing the eco- 
nomically active and the housewife group. 

For all other rural -urban categories, the age 
standardized fertility levels of the economically 
active women were below those of the housewives, 
but the differential was noteworthy only for 
Bangkok where the fertility of housewives was 
over 10 percent below that of economically active 
women. Moreover, with the exception of two age 
groups (35 -39 and 50 and over) whose levels were 
almost identical, every age group in Bangkok was 
characterized by lower fertility for economical- 
ly active women than for housewives. 
That the fertility level of housewives in Bang- 

kok is higher than that of labor force partici- 
pants in all ages under 35 and in several age 

groups above 35 indicates that in the urban en- 
vironment higher fertility does not in itself 
serve as a stimulus for increased participation 

of women in the labor force in order to increase 
family income. The close similarity for the 50 

and over age category in the fertility levels of 
the economically active women and the housewives 
may well be due to the inclusion of a wide range 
of older age groups in this category, including 
many older women who because their children are 
no longer living at home are more easily able to 
participate in the labor force. In the more ho- 
mogeneous 40 -49 age group the fertility level of 
housewives was considerably above that of eco- 
nomically active women. This suggests that high 

fertility in the urban environment may require 
women to spend more time at home with their chil- 
dren. In part this may reflect the absence of 
parental surrogates in the urban environment. 
In part it may be indicative of a greater abil- 

ity in urban places to rely upon the income of 
husbands and other members of the family. It 

may also reflect less opportunities in the metro- 

politan area for women to work due to the exces- 
sive rate of population growth. 
Most likely, however, the pattern of fertility 

differentials in Bangkok is associated with the 
different nature of the work experience of eco- 
nomically active women and the fact that employ- 
ment more often involves separation of work and 
family roles (Cf., for example, patterns noted 

for Latin American cities and Puerto Rico, 5, 
19). 

The fact that the direction of differentials 

between economically active women and housewives 
at the two extremes of the urban -rural category 
are opposite suggests that labor force 



participation operates quite differently in a 
highly urban and a highly rural environment, 
having little, if any, overall effect on fertil- 
ity in the latter and considerable effect in the 
former. This is further suggested by the occu- 
pational differentials which exist (Table 4). 
For the kingdom as a whole, women engaged in 
farming have by far the highest fertility, 4,503 
per 1,000 ever married women, standardized for 
age; and women farmers in the rural, agricul- 
tural category have the highest levels of all 
residence- occupation groups. Overall, the data 
on occupational differentials reenforce the con- 
clusion that women engaged in agricultural ac- 
tivities tend to have a higher number of chil- 
dren while those not in agriculture have lower 
levels of fertility, although the pattern of 
differentials was not altogether consistent for 
the specific non -agricultural categories. 
Overall, this comparison of the fertility 

levels of employed women and housewives as well 
as women in specific occupations in Bangkok with 
those of women in corresponding categories in 
other urban and rural groups shows that, with 
minor exceptions, fertility in Bangkok is con- 
siderably lower. This lends support to the 
conclusion that the impact of urban and rural 
residence on fertility operates independent of 
the labor force status of the female population. 
Other factors, such as differentials in liter- 
acy or education associated with urban living 
or the selection of migrants to urban places, 
result in urban women having lower fertility. 
As part of a larger study (7), the relation 

between education, as measured by both literacy 
and number of school years completed, and fer- 
tility has also been assessed. This showed that 
both literacy and educational achievement affect 
fertility. The number of children ever born is 

lower for literate women in both rural and urban 
residence categories. The influence of liter- 
acy is greater, however, in the highly urban en- 
vironment of Bangkok, where sharp differentials 
characterize the total group as well as all age 
segments. In part, this may reflect the higher 
level of educational achievement of the literate 
urban population. This interpretation is sup- 
ported by the fertility differentials by educa- 
tional level. Regardless of residence category, 
education is inversely related to fertility 
level. For older women, the sharper differential 
obtains between those with no schooling and those 
with primary schooling; for younger women 
achievement of more than a primary education 
seems to have the greatest effect on fertility 
levels. Overall, education plays a key role as 
an instrument of fertility reduction. Moreover, 
the analysis suggests that the lower fertility 
characterizing the metropolitan center probably 
reflects the combined effects of higher educa- 
tional levels and higher rates of female labor 
force participation. 

In sum, the joint analysis of the impact of 
labor force participation and education on fer- 
tility lends support to the view that adoption 
of policies expressly related to family roles 
and opportunities for legitimate alternative 
satisfactions and activities holds promise of 
reduction in family size. To the extent that 
significant labor force, education, and urban- 
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rural differentials exist, even in a country with 
high overall levels of fertility, policies di- 
rected at fostering high rates of educational 
enrollment of women, greater participation in the 
non -agricultural labor force, and greater expo- 
sure to the urban way of life should be consid- 
ered as part of any program designed to achieve 
reductions in fertility. 

FOOTNOTES 

*This research was initiated while the author 
served, under sponsorship of the Population Coun- 
cil, as Demographic Advisor to the Institute of 
Population Studies at Chulalongkorn University, 
Bangkok. The full cooperation of the Institute's 
staff and of the National Statistical Office in 
making unpublished data available is gratefully 
acknowledged. The research upon which this manu- 
script is based was performed pursuant to Con- 

tract No. NIH -70 -2190 with the National Insti- 
tutes of Health, Department of Health, Education 
and Welfare. 

1. Using both residence in 1960 and household - 

type data as a joint means of approximating an 
urban rural "continuum ", five categories of 
urban -rural status have been established: at the 
most urban level are those living in the metrop- 
olis of Bangkok in non -agricultural households. 
Three intermediary categories consist of (a) all 

other urban residents living in non -agricultural 
households; (b) all urban residents in agricul- 
tural households; (c) all rural residents in non- 
agricultural households. At the most rural ex- 
treme are all rural, agricultural households. 
The relative positions of categories (b) and (c) 
are somewhat arbitrary; had household type rather 
than residence been used as primary classifica- 
tion variable, the order would have been reversed. 
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Table 1. PERCENT OF FEMALES IN THE LABOR FORCE, BY AGE AND URBAN -RURAL RESIDENCE, 
1960 

Other Urban, Urban, Rural, Rural, 
Age Bangkok Non -Agric. Agric. Non - Agric. Agric. 

Total 
Kingdom 

11 - 12 8.9 5.0 15.0 21.9 42.6 36.4 
13 - 19 28.8 33.3 48.3 62.5 88.7 80.2 
20 - 24 42.1 51.2 70.3 63.1 97.0 87.5 

25 - 29 40.8 46.2 75.2 61.7 96.6 85.8 

30 - 34 41.4 50.3 80.2 61.7 96.4 86.6 
35 - 39 48.3 49.8 63.1 64.4 96.7 87.1 
40 - 44 43.5 61.7 71.2 63.8 97.0 88.3 

45 - 49 33.8 64.2 74.7 67.5 96.2 87.9 
50 and over 24.9 38.1 53.5 43.3 70.2 62.8 

Total 34.2 42.7 60.0 56.8 86.8 77.9 
Total standardized for age 34.0 42.6 60.3 56.8 86.8 77.9 

Table 2. OCCUPATIONAL DISTRIBUTION OF FEMALES BY URBAN -RURAL RESIDENCE, 1960 
(Standardized for Age) 

Occupation Bangkok 
Other Urban, 
Non -Agric. 

Urban, 
Agric. 

Rural, Rural, 

Non - Agric. Agric. 
Total 

Kingdom 

Professional and 
administrative workers 6.7 7.1 5.4 2.0 0.2 0.9 

Clerical workers 5.3 1.2 1.6 0.2 * 0.2 
Sales workers 34.8 53.3 14.6 29.6 1.2 6.0 

Farmers and miners 2.4 7.0 65.1 42.5 97.2 87.4 
Service and transport 
workers 18.2 12.9 5.0 5.4 0.2 1.5 

Craft workers 27.8 15.7 6.8 17.9 1.0 3.6 
Unclassified and new 

workers 4.8 2.7 1.3 2.3 0.1 0.4 

Total percent 100.0 100.0 100.0 100.0 100.0 100.0 
Total number 1,363 1,550 685 6,180 54,843 64,621 

*Less than 0.1 percent. 
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Table 3. NUMBER OF CHILDREN EVER BORN PER 1,000 EVER MARRIED WOMEN BY AGE, 
LABOR FORCE STATUS, AND URBAN -RURAL RESIDENCE, 1960 

In the 
Age Labor Force Housewife 

In the 

Labor Force Housewife 

Rural. Non - Agricultural 

13 - 19 964 464 569 
20 - 24 1,488 1,641 1,417 1,662 
25 - 29 2,371 2,605 2,611 2,768 
30 - 34 3,127 3,657 3,731 4,012 
35 - 39 4,347 4,331 4,929 5,059 
40 - 44 4,602 5,140 5,411 5,854 
45 - 49 4,093 4,406 5,415 5,172 
50 and over 3,688 3,658 5,027 5,373 

Total 3,374 3,407 3,794 3,733 
Total standardized for age 3,256 3,675 3,957 4,179 

Other Urban. Non -Agricultural Rural. Agricultural 

13 - 19 450 667 478 667 

20 - 24 1,430 1,583 1,347 1,345 
25 - 29 2,761 2,873 2,675 2,824 
30 - 34 3,820 3,778 4,140 4,420 
35 - 39 4,752 4,597 5,415 5,296 
40 - 44 4,830 5,736 6,199 5,608 
45 - 49 5,246 4,828 6,360 5,176 
50 and over 4,507 4,531 6,148 5,922 

Total 3,956 3,575 4,336 4,204 
Total standardized for age 3,775 3,853 4,508 4,349 

Urban, Agricultural Total Kingdom 

13 - 19 571 * 478 688 
20 - 24 1,500 1,900 1,359 1,598 
25 - 29 2,358 2,741 2,661 2,760 
30 - 34 3,592 4,625 4,076 3,987 
35 - 39 4,784 4,560 5,315 4,862 
40 - 44 5,544 5,667 6,044 5,616 
45 - 49 5,789 5,400 6,187 4,895 
50 and over 5,441 4,964 5,948 5,058 

Total 4,183 4,176 4,253 3,742 
Total standardized for age 4,038 4,121 4,406 4,022 

*Less than 10 women. 

Table 4. NUMBER OF CHILDREN EVER BORN PER 1,000 EVER MARRIED WOMEN BY OCCUPATION, BY 

URBAN -RURAL RESIDENCE (STANDARDIZED FOR AGE) AND FOR TOTAL KINGDOM BY AGE, 1960 

Farmers 
and 

Miners 
Craft 

Workers 

Professional 
and Admin- 
istrative 
Workers 

Service 
and 

Transport 
Workers 

Sales 
Workers 

Bangkok 
Other Urban, Non -Agricultural 
Urban, Agricultural 
Rural, Non -Agricultural 
Rural, Agricultural 

2,659 
3,978 
4,125 
4,055 
4,527 

2,834 
3,072 
2,231 
3,922 
3,598 

2,416 
3,081 
2,182 
3,423 
3,939 

2,881 
3,823 
3,276 
4,114 
3,735 

3,720 
3,988 
4,131 
3,919 
3,780 

Total Kingdom 

13 - 19 477 542 * 511 

20 - 24 1,365 1,163 974 1,338 1,496 

25 - 29 2,683 2,419 2,188 2,375 2,704 

30 - 34 4,129 3,535 3,591 3,705 3,714 

35 - 39 5,404 4,767 3,671 4,243 5,073 

40 - 44 6,196 4,830 4,087 4,672 5,211 

45 - 49 6,356 4,831 4,727 4,983 5,298 

50 and over 6,126 4,559 5,162 4,549 4,698 

Total 4,315 3,460 3,322 3,580 4,143 

Total standardized for age 4,503 3,627 3,508 3,592 3,887 

*Less than 10 women. 
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THE EFFECTS OF HIGH SCHOOL CURRICULUM ON AGE -EARNINGS PROFILES 

John T. Grasso and John R. Shea* 

Center for Human Resource Research, The Ohio State University 

1. INTRODUCTION 

Much of the support for vocational education 

evident in recent years stems from its alleged economic 
advantages for the individual (10). Within a multi- 
variate framework this paper examines the relationship 

between high school curriculum and one important 

indicator of labor market success, hourly rate of pay 

subsequent to graduation. This evaluation, of course, 

is partial. A complete assessment of "curriculum 

effects" would take account of other performance criteria 
such as the dropout rate, the probability of attending 

college, job satisfaction, and the like. 

Two important empirical issues are addressed in 
this paper. One concerns the shape of age -earnings 

profiles associated with different curricula. Some 

studies have shown an initial wage or earnings advantage 

for vocational graduates vis -a -vis graduates from either 

the general or academic track (2, 3, 7, 8), while other 
studies have not. At least two studies reveal a narrow- 
ing of an initial vocational wage (or earnings) 
advantage over time (3, 7, 8), while another well -known 

study suggests a widening gap (1). A second, related 
issue is how to treat post -secondary training. The 

shape of estimated age -earnings profiles can be 
distorted by research strategies which "control for" dif- 
ferences in post -secondary training by excluding high 
school graduates who have had such training. As this 
paper will demonstrate, such an approach ignores 

important interactions between curriculum and subsequent 
training. Taussig suggests that "vo ed" graduates may be 
at a disadvantage in regard to access to subsequent 

training programs (14). The work of Schriver and Bowlby 
indicates that post- secondary training in Tennessee Area 
Vocational -Technical Schools is complementary with 
subsequent training that paid off (12). The Nidening 
gap" that Carroll and Ihnen found was based on a 
comparison of graduates of a post -secondary, two -year 

technical institute with high school graduates who had 
no additional training (1). The work of Horowitz and 
Herrnstadt indicates that for at least one important 

craft occupation (tool and die making), a vocational 
high school experience combined with apprenticeship 
leads to better performance ratings than any other path 
(6). 

In the next section of this paper we identify the 
data base used in the analysis and specify the models 
that were tested. Results are presented and discussed 
in Section 3. This is followed in Section 4 by a short 
summary and conclusions. 

2. DATA, MODELS, AND VARIABLES 

This paper utilizes data derived from personal 
interviews with a national probability sample of young 
men who were part of the civilian, noninstitutional 

population 14 to 24 years of age when first interviewed 
as part of the National Longitudinal Surveys in October 
1966. Supplementary information from school records, 
including scores on tests of mental ability, was 
obtained by the Census Bureau from a mailed questionnaire 
in 1968.1 As long as each respondent remained in the 
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civilian, noninstitutional population, an attempt was 

made to interview him every October through 1971. In 

October 1969- -the most recent survey for which infor- 

mation is available- -1,192 of the original 5,225 
respondents were not interviewed, an attrition rate of 

22 percent for the whites and 27 percent for the 

blaeks.2 design, Negro and other races were over- 

represented in the original sample by a three -to -one 

ratio relative to whites. This was done to permit a 

reasonably confident analysis of the black experience. 

For this reason, and because we have used unweighted 

sample cases in this paper, results are presented 

separately for whites and blacks. (Non -Caucasians, 

other than blacks, have been excluded from the 

analysis.) This paper, then, uses information from 

personal interviews conducted in the fall of 1966, 1967, 

1968, and 1969, and from the school survey. For each 

year, our attention is restricted to respondents who 

(1) had completed 12 (but no additional) years of 

"regular" schooling by that time, (2) were not enrolled 

in school, and (3) were employed for wages or salaries. 

We examine hourly rates of pay within the context 

of multiple linear regression analysis, using a method 

described by Gujarati to test for differences in 

relationships among several groups (4). We employ a 

general wage model with the following dummy variables: 

REGION (SOUTH = 1, otherwise = 0), SMSA (lives in 

SMSA 1, otherwise 0), HLTH (respondent reports his 

health limits the kind or amount of his work = 1, 

otherwise = 0), and MILEXP (has had military 

experience = 1, otherwise = 0). SES is an index of 

socioeconomic status of the respondent's family of 

orientation, consisting of the average of at least 

three of five normalized and equally weighted 

components: father's education, mother's eduoátion, 

oldest older sibling's education, Duncan index of 

father's occupation when the respondent was age 14, and 

a measure of the presence of reading material in the 

home at that time. Respondents for whom three of the 

five components were not available have been excluded 

from the analysis. IQ is a normalized measure of 

mental ability obtained in the survey of the high 

school.3 TRNG consists of the actual number of months 

the respondent participated in post - school non -degree 

programs of various kinds; examples are apprenticeship 

and military programs. YRS is our proxy for length of 

potential work experience and equals the respondent's 

age less 17. 

Testing the effects of curriculum within this 

framework requires the construction of several more 

variables. We have focused on "interaction effects" 

involving high school curriculum. A set of K dummy 
terms that identify our groups was constructed (VOC 1 

for graduates of the vocational curriculum; COLL 1 

for college preparatory; and GEN 1 for general). One 

of these, GENERAL, was omitted from the equation and 

serves as the reference group. The set of (K -1) 

dummies was multiplied by each of the P variables 

selected for testing.4 The (K -1) time P new variables 

were added to the model, and those which were found to 

be statistically significant (e.g., Xi * Di) can be 

interpreted to imply that the relationship between the 



dependent variable Y and the independent variable Xi is 

different for group j than for the reference group. 

(Variables for which no new terms were added are assumed 

to operate similarly for all groups.) 

We have tested for three kinds of potential dif- 

ferences in rate of pay: in starting wage rates, in the 

pattern of wage rate changes over time, and in the 

effects of post- secondary training. Our P variables are 

the intercept (i.e., age 17 when YRS 0), the YRS 

variable, and TRNG, respectively. Thus we add six new 

variables, which are, respectively, VOC, COLL, YRS *VOC, 

YRS *COLL, TRNG *VOC, and TRNG *COLL. This gives us the 

following General Cross -Sectional Model: 

WAGEt b1 REGIONt + b2 SMSAt + b3 HLTHt SES 

+ b5 IQ + b6 MILEXPt + (b7 YRSt + bi YRSt*VOC 

+ YRSt*COLL) + (b8 TRNGt + TRNGt*VOC 

b$ TRNGt*COLL) + (b0 + bó VOC + b" COLL) + e, 

where t = 1969. 

The results generated sufficient interest to prompt the 

construction of a variation of the general cross - 

sectional model. In this modified version, the variable 

TRNGt, defined as total cumulative months of training 

received, was replaced by the seven type -specific 

components from which it was constructed: Business 

College or Technical Institute (B), Company (C), 

Apprenticeship (A), Correspondence School (CS), Military 

(M), non -degree Regular School (R), and Other (0); and 

TRNGt*VOC and TRNGt *COLL were replaced with their 

respective counterparts. We have called the result our 

Training- Specific Cross -Sectional Model. 

While cross -sectional estimates illuminate the 

probable relationships of our variables with rate of 

pay, these estimates are not completely satisfactory. 

We can also estimate the influence of high school 

curriculum on initial wages and on changes in wages over 

time by examining, first, the wage rates of 17 and 18 

year -olds separately and, second, the change in wage 

rates between 1966 and 1969. These tests permit a 

validation of the findings in the General Cross - 

Sectional Model. Our Initial Wage Model, restricted to 

17 and 18 year -olds, includes REGIONt , SMSAt, HLTHt, 

SES, IQ, the curriculum dummies and an error term. The 

Wage Change Model, applicable to respondents out -of- 

school all four years, takes the following form: 

WAGE1966-1969 = b1 SES + b2 IQ + b3 

+ 966-1969 + b5 YRS1966 + (b0 

+ b6 VOC + b7 COLL) + e. 

3. RESULTS 

Table 1 presents the results based on the General 

Cross -Sectional Model. Among the variables for which we 

did not test for differences by curriculum, REGION is 

significant for both races and SMSA, IQ, and MILEXP are 

also significant for whites. Coefficients of HLTH and 

SES, although not statistically significant, display the 

expected sign. 
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Among the variables that we tested for differences" 

by curriculum, few significant differentials were found. 

As indicated by the VOC and COLL variables, there is no 

gap at the intercept. As for post -secondary training, 

TRNO is significant for all blacks, while for whites it 

is significant for vocational graduates only. In fact, 

training beyond high school is associated with more 

than two cents per hour for every month of training 

received. Finally, regarding the YRS variable, each 

year beyond school is associated with an increase of 

17 cents per hour for the reference group of whites, 

and although it is not significantly different for the 

other groups, the negative coefficient for vocationals 

is noteworthy. Among the blacks, the age -wage profile 

is much flatter and clearly no different by 

curriculum.5 

The Training- Specific Cross -Sectional Model 

provides results almost identical to the General Cross - 

Sectional Model on the nontraining variables; therefore, 

only the regression coefficients and t- values for the 

training variables are presented in Table 2. For the 

whites, apprenticeship training yields handsome returns 

for all respondents and perhaps more so for vocational 

and college preparatory graduates than general. 

Business college or technical institute (B) and company 

programs (C) appear to pay off for vocationals, and 

correspondence school (CS) yields a return for those 

from the academic track. On the other hand, training 

in the military (M) adds nothing to the wages of 

vocationals and general graduates and is negative for 

the college group. For the blacks, however, this 

latter relationship is reversed; TRNGtM is positive and 

significant for all graduates and even higher for 

vocationals and academics than for graduates of the 

general curriculum. 

These findings support the results of the General 

Cross -Sectional Model. White vocational graduates who 

followed their graduation with additional training in 

business schools or technical institutes, in company 

programs, in apprenticeships, etc., experienced 

increases in rate of pay. Indeed, every training 

coefficient for white vocational graduates is positive, 

while in the absence of training, the vocational 

group's experience was less bright, certainly no better 

than the general curriculum group, and appears to have 

worsened over time. For the blacks, the absence of 

significant relationships may be due to (1) a lower 
rate of participation in training and shorter average 

length of training (except within the military 

category); (2) small sample sizes; (3) our inability 

within the context of the larger model to identify 

significant variables for explaining black wage rates; 

or (4) the lack of market alternatives equivalent to 

those of whites. 

In an effort to test directly for a differential 

intercept (wage rate in October subsequent to 

graduation), our Initial Wage Model was fit to the data 

provided by 17 and 18 year -olds for each year from 

1966 through 1969. While the number of sample cases is 

small (approximately 100 whites and 30 blacks each 

year), there is no evidence that having graduated from 

the VOC or COLL curricula had any influence, ceteris 

paribus, on the rate of pay reported by young high 

school graduates in the four years. None of the 

coefficients for the VOC or COLL dummies is 

statistically significant, and the signs are not 

consistent across the years.6 



One of the values of longitudinal data can be to 

illuminate the determinants of change: in this case, 

change in hourly rate of pay. In our Wage Change Model, 

WAC$1966 -1969 is the dependent variable. Although 

results are not shown here,7 the coefficient of 

YRS1966. the amount of work experience as of the base 

year, is negative (reflecting the flattening out of 

earnings profiles with advancing age). SES, IQ, 

TRNG1966, and T 01966 -1969 are positive, although not 

all are statistically significant. No differential by 

curriculum in wage rate change over time is supported. 

Since training is an important correlate of rate of 

pay and interacts with curriculum, a few words should be 

said about the nature and magnitude of training 

received. Young white men reported more training than 

their black counterparts; three- fifths of the former but 

less than half of the latter had some training since 
leaving high school. Among those with training, the 
average duration was much longer for whites than blacks: 

about 15 months for the former and 9 months for the 
latter. There are, however, very few differences 
between curriculum groups in the pattern of training 

received. Somewhat to our surprise, for example, 

approximately one -twelfth of each of the three groups 

in our sample participated in apprenticeship programs, 
albeit the average duration was longer for VOC than for 

other graduates. However, since our sample excludes 

those with one or more years of college, two or three 
times as many vocational graduates entered 
apprenticeships as college preparatory graduates.8 

4. SUMMARY AND CONCLUSIONS 

In our Judgment, the data do not fit a compelling 

theoretical framework, be it human capital theory or 

learning theory. Nor do our findings provide 

unambiguous answers for the formulation of educational 
policy. Before interpreting our principal findings, 

several caveats are in order. First, our evaluation of 
high school vocational programs has been limited to a 

single criterion: hourly rate of pay. We have ignored 

possible differences by curriculum in attitudes toward 

work, dropout prevention, and so forth. Second, 

observed wage rates may be a poor reflection of dif- 
ferences in productivity. Third, we have relied on 

respondents' self- reporting of high school program; and 

the vocational track includes such diverse areas as 
metalworking, woodworking, electrical, mechanical, and 

other fields. Finally, we have ignored potential 

differences in students that existed prior to choice of 

curriculum -- differences in motivation, commitment to 

work, and the like. 

In view of our failure to find a statistically 
significant difference in starting wages for any 

curriculum group, for either whites or blacks, it 

appears that the vocational high school curriculum per 
se does not provide skills which lead to immediate 
market advantages. With respect to change in hourly 

wage rates over time, the vocational and academic groups 
are again not significantly different from the general 

curriculum group. If anything, among whites, the 
vocational graduates advanced less rapidly over time. 

The lower age -wage profiles of white vocational 
graduates may prompt a conclusion that vocational 
programs provide less- than -adequate attention to 

developing general learning abilities and to providing 
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a solid base from which subsequent work experience can 

build. However, we cannot believe that vocational 

programs per se impart uniformly better or worse 

general skills for work, in light of the fact that 

vocationals appear to gain most from post -secondary 

training, even though they gain least from experience. 

Given the pattern of post -secondary training, high 

school vocational programs appear to be essentially 

pre -vocational and must be followed with further, more 

specific training after graduation for maximum benefit. 

Although the results indicate that nonvocational 

graduates may have benefited from selective training 

experiences, the vocationals who received training 

beyond high school appear to have gained the most. 

Although black men participated in training programs 

less frequently than white (and for shorter durations 

even when they did). post - school training for 

blacks -- including that taken in the military- -was a 

profitable course of action regardless of curriculum. 

We suggest that the key to interpretation of our 

findings (e.g., that vocationals profit most from 

training but least from experience) may lie in the 

structure of jobs and labor markets toward which at 

least some vocational students are prepared. In some 

oases, vocational programs may fulfill an important 

social function by imparting skills and knowledge which 

would not be provided elsewhere in their absence, 

particularly in industries composed of many small firms 

that cannot undertake training efficiently. It may be 
an advantage for society to provide some vocational 

programs in schools, so that workers in these industries 

earn starting wages which are no less than for other 

workers. Other vocational programs may sometimes 

permit entry to superior training programs. Yet, 

students from other curricula enter apprenticeships, 

and both vocational and nonvocational graduates reap 

benefits. There also may be a relatively limited 

number of high -wage, blue- collar jobs, which some 

graduates with vocational skills obtain, while the 

remainder choose Jobs from peorer alternatives. 

Finally, union dominance of entry to some sectors of the 

economy, market, and technological factors --some or all 

may promote a market structure consistent with the 

empirical findings presented here. Needless to say, 

the results of our work thus far have been sufficiently 

intriguing that we expect to continue our inquiry into 

the linkages between curriculum in the schools 

and later labor market success. 

FOOTNOTES 

*This paper is based on data from The National 

Longitudinal Surveys, a project sponsored by the 

Manpower Administration of the U.S. Department of Labor 

under the authority of the Manpower Development and 

Training Act. The work is carried out in collaboration 

with the U.S. Bureau of the Census. Since researchers 

are encouraged to use their own judgments freely, 

this paper does not necessarily represent the official 

position or policy of the Department of Labor. The 

authors would like to thank Andrew I. Kohen, Herbert S. 

Parees, and several other colleagues for helpful 

comments on an earlier draft of the paper. Respon- 

sibility for interpretations and conclusions, of course, 

rests with the authors. 



'Results from various kinds of tests -- intelligence, 

achievement, scholastic aptitude, etc. - -were standardized 

and pooled. While somewhat imprecise, we use the terms 

"mental ability" and "IQ" in referring to these measures, 

which are described in (9). 

2Approximately three- fifths of the losses were due 

to induction into military service. Efforts are made to 

reestablish contact with these young men as they return 

to civilian life. 

3Both measures, SES and IQ, are more fully 

described in (9), Appendixes A and B. Respondents for 

whom an IQ score was not available have been excluded 

from the analysis. 

4If the intercept term is one of the P variables, 

the new terms are simply the dummies themselves. 

order to examine the implications of restrict- 

ing wage comparisons to graduates with no post- secondary 

training whatsoever, the General Cross -Sectional Model 

was rerun excluding any respondent with training or 

military experience. The results are similar to those 

discussed here. Repeated cross -sectional tests of the 

basic model using data from the 1966, 1967, and 1968 

surveys reveal about the same pattern as the more 

complete and more recent (1969) data. Results are 

available from the authors. 

6The detailed results may be obtained by writing 

to the authors. 

7once again, the results may be obtained from the 

authors. 

81f the base were expanded to include all high 

school graduates, whether or not they attended college, 

a somewhat different picture would emerge. Data not 

shown here suggest that about two - thirds of the college 

preparatory graduates went on to college, 25 to 35 
percent of the generals, and 10 to 20 percent of the 

vocationals. Thus, on a relative basis, two or three 

times as many vocational graduates entered apprentice- 

ship as college preparatory graduates. 
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Table 1 Hourly Rate of Pay (Cents per Hour), 1969: Means, Standard Deviations, 

and Estimated Regression Coefficients for General Cross -Sectional Model 

Variables and 

statistics 

WHITES BLACKS 

Mean S.D. b t value Mean S.D. b t value 

REGIONt (1= South) .26 .44 -36.4 * ** -3.53 .54 .50 -75.9 *** -5.30 

SMSAt (1 =Yes) .69 .46 35.4 * ** 3.66 .80 .40 8.13 .43 

HLTHt (1= Limits) .09 .28 -22.5 -1.50 .08 .28 -33.7 -1.31 

SES (Index; X =10; 10.6 1.8 1.03 .41 9.0 1.8 4.34 1.00 

3.D. =1.7) 

IQ (X =100; S.D.-16) 99.6 11.7 1.46 * ** 3.74 85.8 14.4 .72 1.39 

MILEXPt (1 =Yes) .27 .44 -23.0 -2.18 .18 .39 - 8.56 - .39 

YRSt (from age 17) 5.0 3.3 15.7 *** 8.25 4.4 3.1 3.89 1.27 

*VOCa - 5.92 -1.56 - 1.67 - .29 

YRSt *COLLa - 1.14 - .31 1.18 .17 

TRNGt (months) 9.2 15.1 .48 1.11 3.6 7.6 2.28 ** 2.03 

TRNGt *VOCa 2.32 * ** 3.14 3.46 1.23 

TRNGt *COLLa .91 1.17 - - 3.46 - .6i 

Constant term (at 
age 17) 

73.5 1.54 - 173.2 * ** 3.21 

VOCa .21 .41 2.64 .13 .19 .40 -15.0 - .52 

COLLa .19 .39 -22.2 -1.13 .12 .32 24.8 .62 

WAGEt 316 116 261 90 

# of observations 532 130 

.29 .29 

F 16.69 * ** 4.75 * ** 

a The omitted category is GEN, the group of graduates from the general curriculum. 

** Significant at .05 level. 

* ** Significant at .01 level. 
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Table 2 Hourly Rate of Pay (Cents per Hour), 1969: Estimated Regression 

Coefficients for Training Variables in Training-Specific 

Cross -Sectional Model 

Variables and 

statistics 

WHITES BLACKS 

b t value b t value 

TRNGtB 

TRNGtB*VOC 

TRNGtB*COLL 

TRNGtC 

TRNGtC*VOC 

TRNGtC*COLL 

TRNGtA 

TRNGtA*VOC 

TRNGtA*COLL 

TRNGtCS 

TRNGtCS*VOC 

TRNGtCS*LOLL 

TRNGtM 

TRNGtM*VOC 

TRNGtM*COLL 

TRNGtR 

TRNGtR*VOC 

TRNGtR*COLL 

TRNGtO 

TRNGto*VOC 

TRNGtO*COLL 

- 1.55* -1.92 - 1.85 - .41 

3.39 ** 2.09 .64 .04 

.42 .21 2.14 .27 

- 1.85 -1.42 2.97 .97 

6.40 * ** 2.81 6.01 .59 

3.00 1.25 - 9.61 - .88 

1.95 ** 2.31 3.44 1.04 

1.95 1.51 .30 .06 

2.27 1.57 (No respondents) 

- .71 - .40 (No respondents) 

2.86 .63 (No respondents) 

10.12 * ** 3.18 (No respondents) 

.87 .64 2.83** 2.02 

- .30 - .18 10.36 1.14 

- 3.61* -1.81 34.86 1.49 

5.81 1.41 10.71 .80 

- 5.14 -1.00 (No respondents) 

- 5.22 - .76 - 5.37 - .25 

5.81 * ** 2.61 - 1.14 - .27 

- 1.73 - .43 15.49* 1.67 

-11.77* -1.89 62.98 ** 1.96 

# of observations 

F 

532 

.35 

9.84 

130 

.24 

2.30*** 

* 

** 

*** 

Significant at .10 level. 

Significant at .05 level. 

Significant at .01 level. 
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JOINT PROBABILITIES OF SELECTION OF UNITS IN SYSTEMATIC SAMPLES1 

G.B. Gray, 

Introduction 

Many schemes for sampling n units out of N 
with probability proportional to size (pps) 

have been devised. Examples of ppa methods of 
selection are given by I.P. Fellegi [1], 
H.O. Hartley and J.N.K. Rao[3], Horvitz and 
Thompson [4] and many others. In each case, a 
Horvitz -Thompson estimate of the population 
total from the sample may be obtained. Upon 
calculation of joint probabilities of pairs of 
units in the sample, variance estimates may be 
calculated by either the Horvitz -Thompson [4] 
or Yates- Grundy [6] formulas. 

Statistics Canada 

The simplest of all sampling schemes is 
systematic pps sampling as described in [2] and 
is particularly useful for rotating samples in 
recurring surveys. The units may be in a fixed 
pre -determined order or in random order prior 
to selection but in either case, unbiased esti- 
mates of the total may be obtained. In the 
case of rotating samples, the units may be ran- 
domly ordered prior to the first survey and the 
order may be maintained for the first and subse- 
quent surveys with a partial or complete rota- 
tion of units. 

In the case of a fixed pre- determined 
order of listing, most of the joint proba- 
bilities of selection are zero so that unbiased 
estimates of the variance are not possible. 
However, if the order of listing has been under- 
taken in such a manner to ensure a negative 
serial correlation for sampled units, then an 
over -estimate of the variance may be obtained by 
treating the units as though they had been 
sampled with ppa with replacement. 

In the case of randomly ordered units, non- 
zero joint probabilities nearly always exist 
for every pair of units and these may be easily 
calculáble by the algorithm described below for 
small populations2. H.O. Hartley and 
J.N.K. Rao [2] derived an asymptotic formula in 
1962, which holds approximately true only for 
pairs of units selected from large populations. 
Alternatively, the algorithm could be applied 
to a large sample of possible arrangements of 
units and the joint probability estimated by 
averaging over the large sample of units. 

Systematic Sample Procedure, Notation, and 
Assumptions 

pi relative size of ith unit where 

i = 1,2, ..., N (relative number of persons, 
relative Census sales, for example). In a 
systematic ppa selection procedure, probability 
of selection of unit no. i = npi where n > 2. 

It will be assumed here that npi < 1. In 

some universes or strata, the relative size of a 
unit, say i, may be so large that, by the proce- 
dure of systematic sampling, npi would lie in the 
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range (1,2) so that the unit could be selected 
once with probability l /npi or twice with prob- 

ability (npi - 1) /npi. In most cases, it would 

be preferable from cost /variance benefit and 
operational point of view simply to include the 
unit with certainty and adjust the relative 
sizes of the remaining units. In practice, the 
procedures could be adapted to include units in 
a certainty stratum if npi > a for some arbi- 

trary a less than one such as 0.5 for example. 
In small populations, however, it is difficult 
to achieve such a condition while maintaining a 
fixed sample size and ensuring a sampling stra- 
tum containing at least two selected units. If 

n 1, then no joint probabilities exist and no 
variance estimate is possible. 

Considering a particular order of listing, 
for the moment, say, in serial number order, we 
have the units 1,2,3, ..., N together with their 
relative sizes, pi, probabilities of seléction, 

npi and accumulated probabilities ti = E npi, 
j =1 

in Table 1: 

Table 1: Set -up of Units for Systematic ppa 
Selection of n Units 

Unit Relative Probability Accumulated 
No. Size of Selection Probabilities 

1 P1 npl 
2 P2 np2 

t2=t14np2=I2+d2 

3 P3 np3 
t3=t2+np3 I3+á3 

4 P4 np4 t4=t3+np4=I4+d4 

Pi npi 

N npN tN 

1 

A similar study was undertaken by W.S. Connor 
[1] in 1966. 

2Zero joint probabilities however do occur in an 
example stated by J.N.K. Rao in his thesis [5] 

and in W.S. Connor's article [1] even when 5 
units are randomly ordered and 2 units are 
selected. (Relative sizes .1, .1, .25, .275, 

.275). 



In the above table, ti is partitioned into 
an integer Ii and a decimai di component. As 

will be seen later, this device will facilitate 
the computation of joint probabilities. Thus 
I2 =0 or 1 in the above table according as np1 + 

< 1 or > 1. 

The procedure of systematic 
then to select a random number r 
[0,1) and select n units i2, 

that ti 
< r < ti +1' ti 

<.r+1 < 

1 1 2 

ti < r +2 < ti +1, 
... ti < - 

3 

sampling is 
in the range 

in such 

+1' 

1 < tim 

and finally ti < r+n - 1 < ti If n = N, 
n n 

tin +1 may be taken as any arbitrary number 

greater than n, say t. + npi. 

In practice, the probabilities of selection 
and their accumulations are usually replaced by 
actual sizes S1, S2, ... SN and 

Ti = E Sj and the systematic pps selection is 

j 

undertaken by selecting a random integer 
Re[1,TN /n] and selecting units i1, i2, im, 

in so that Ti < R + (m -1) TN 
/n < Ti +1 

m 
The resultant sample is exactly the same as 
before with r = R /(TN /n) and pi = Si /TN. 

Now if X 
i 

is a characteristic value for the 
ith unit of sme item whose total 

N 
X = E Xi is to be estimated, an estimate of the 

1 =1 

total is given by: n (1) 

X = E Xi /npi 
m=1 m m 

FIG. I Diagram showing joint probability of units i and j when npi + npi < 1 

o 
d=0 

P4 

d d=0 

d-axis 

Explanation of Above Table 

Cl A of length dl = npi is projected upon the d -axis, represented by OP2 or any parallel line in 

the shaded area. The abscissa of = dl. The distances Bi Ci between the two diagonal lines B1 B2 

... B5 and C1 C2 ... C5 is of length npj and the abscissae of all points on C1 C2 ... C5 represent all 

possible values of dk 
+2 

while those of B1 B2 ... B5 represent those of dk If B and C represent the 

positions on B1 B5 and C1 C5 for a given set of k units between units i and j, then the portion of BC 

covered in the shaded area represents the joint probability of selection of units i and j. 

Here, we are assuming npi < npj and npi + npj < 1. 
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and its true and estimated variance are given 
by: (2) 

V(X) = (npi npj - - 

npi npi 
and V (X) E E ( m 1) 

q>m iq 

'npi 

X __S-A2 npi npi 
m q 

respectively, applying Yates- Grundy formulas 
[6]. 

Here, is the joint inclusion prob- 

ability of units i and j in the sample. 

(3) 

(3) is an unbiased estimate of (2) only if 
the joint probabilities of all (2) pairs of 
units in the population are non -zero. Otherwise, 
by direct substitution of the individual and 

joint probabilities and the statistics of the 
selected units in (3), (2) will be under -esti- 
mated by the contribution by the double sum- 
mation E E of (2), in which O. 

i =1 j >i 
(2) may be written also as: 

V(X) = E npi - 7X)2 

=1 pi 

+ E E 
- 

i=1 j#i 

and be defining a2 E p 

i=1 

X) 

n 

X)2 

(4) 

(6) 

npj 

Xi 

N X 
and n(n - 

and (X) may be simply written as: 

V(X) N2 n [1 + (n -1) (7) 

The above formulas hold true, for all pps 
sampling procedures where Horvitz -Thompson esti- 
mators are employed. When the sizes are equal, 

a2 ¡educes to the classical formula a2 = 

1 (Xi - X /N)2 and in the case of simple ran - 
1 =1 

dom sampling without replacement, -1 /(N -1), 

the classical finite population correlation. 
When sampling with pps with replacement, = 0 

in (7). 

In the case of systematic sampling with an 
equal step interval of N/n for units in a pre -' 
determined order, becomes the serial cor- 

relation whereby - n/N for units N/n or a 

multiple of N/n apart and =0 for all other 
pairs. In the case of systematic sampling with 
pps among units in a fixed order of listing, 

may be defined as the serial correlation 
generalized to pps systematic whereby = 0 for 
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those pairs of units that have no chance of 
entering the sample together. 

A general formula for the joint probability 
of pairs of units being selected by systematic 
pps in a pre -determined order of listing and 
then the algorithm to calculate over all 
random arrangements of units will jbe described. 

Joint Probability of Selection of Units i and j 
when units in fixed order 

For a specified order of listing of the N 

units with units i and j separated by k units, 
will remain unchanged if we renumber the 

units so that i is the first unit, j is the 
(k +2)th unit and (i -1) is the last unit. 

will also remain unchanged if we interchange 
units i and j, if necessary, so that npi < npj 

since the order of listing could be reversed 
without affecting the joint probabilities. If 

this is undertaken, Table 1 would be altered 
thus: 

Table 2: Data as in Table 1 with renumbering 
as above 

Unit Relative Probability Accumulated 
No. Size of Selection Probabilities 

i 

j 

Pi 

pi 
2 

units . 

pik +l 

Pi 

npi 

npi 
2 

npi 
3 

up 

npj 

npi = di 

+ dk+2 

.(k +2) . 

remaining 
units . 

-2 -k pi 
n 

api 
N 

Originally the cumulative probabilities for 

unit i was Ii + di and for unit j, Ij +k +l+ +1 
before renumbering the units. By deducting 
c + di - npi from the cumulative proba- 

bilities for units i to N and by adding n -c to 
the cumulative probabilities for the remaining 
units, we arrive at the new cumulative prob- 
abilities in Table 2. The original random number 
r may be adjusted to r' = r - c + A for some 
integer A to ensure that r' [0,1) and the ran- 
dom number r' will yield exactly the same sample 
in the renumbered list as r in Table 1. 

If the original listing of units is simply 
reversed, the random number r may be adjusted to 
r' = 1 - r with r' = 0 if r = 0 to ensure that 
r' e[0,1) instead of (0,1]. By employing r' in 
the reverse order the same selection will result 
as with random number r. 



Units i and j are both selected with a 
fixed selection of k units or its complement of 
N -k -2 units lying between i and j when the ad- 

l+ 
random number r' < npi and r' + a e(Ik 

dk 
+1' +2 + dk +2] 

for some integer a. 

In FIG. I, the individual and joint prob- 
abilities of units i and j are illustrated by 
a series of lines parallel to the d -axis with 
C1 A and its parallel lines in the shaded area 
representing dl = npi and BC representing npj. 

By observing the relative positions of 
BiCi (for different i) with respect to the 

shaded area, we can determine the value of 

for each position as follows: beginning with 

dk +2 = 
0. If ak represents a vector of k 

selected units between units i and j, 

represents the conditional joint probability for 
the given set. 

Table 3: Value of according to range of 

values of dk 
+2 (npi + npj < 1)2 

Range of Value of 

dk+2 wii ak 

(3.1) [0, npi) 
dk +2 

(3.2) [npi, npj) npi 

(3.3) [npj, npi + npj) npi + npj - dk +2 
(3.4) [npk + npj, 1) 0 

By an argument similar to the above, using 
a figure such as the above for the case when npi 
+ npj> 1, although each <1, we can obtain the 

probabilities 

Table 4: Value of according to range of 

values of dk 
+2 (npi 

+ npj > 1)2 

Range of Value of 

dk +2 

(4.1) [0, npi + npj - 1) npi + npj - 1 

(4.2) [npi + npj 1, npi) 
dk+2 

(4.3) [npi, npj) npi 

(4.4) [npj, npi + npj dk+2 

2 
These results agree closely with those derived 
by W.S. Connor [1] in 1966. 

Table 5: Set No. 1 (Horvitz -Thompson [4]) 

Unit 
No. 

pi 2pi ti = Ii + di Xi 

1 18/394 18/197 18/197 19 

2 9/394 9/197 27/197 9 

3 14/394 14/197 41/197 17 

4 12/394 12/197 53/197 14 

5 24/394 24/197 77/197 21 

6 25/394 25/197 102/197 22 

7 23/394 23/197 125/197 27 

8 24/394 24/197 149/197 35 

9 17/394 17/197 166/197 20 

10 14/394 14/197 180/197 15 

11 18/394 18/197 1 + 1/197 18 

12 40/394 40/197 1 + 41/197 37 

13 12/394 12/197 1 + 53/197 12 

14 30/394 30/197 1 + 83/197 47 

15 27/394 27/197 1 110/197 27 

16 26/394 26/197 1 + 136/197 25 

17 21/394 21/197 1 + 157/197 13 

19 19/394 19/197 1 + 185/197 19 

20 12/394 12/197 2 12 

pi based on eye -estimated count of households in 
each of 20 blocks of Ames, Iowa Xi = actual 
count of households in the correcponding blocks. 

Table 6: Set No. 2 (I.P. Fellegi[2]) 

Unit 
No. 

pi 2pi ti Ii + Xi 

1 .10 .20 .20 = + .20 .60 

2 .14 .28 .48 = + .48 .98 

3 .17 .34 .82 0 + .82 1.53 
4 .18 .36 1.18 1 + .18 2.16 
5 .19 .38 1.56 = 1 + .56 2.85 
6 .22 .44 2.00 = 2 + .0 4.18 

To find the joint probability of units 2 and 5 
being selected in Set No. 2, we note that unit 2 

is the smaller so we renumber; thus: 

Unit 
No. 

ti 

2 .14 .28 .28 d 
1 

.28 

3 .17 .34 .62 

4 .18 .36 .98 

5 .19 .38 1.36 d1 = .36 

6 .22 .44 1.80 

1 .10 .20 2.00 

Here, k = 2, dl .28, d4 = .36, 2 p2+ 2 p5 = 

.66 < 1 so we use Table 3 to find w2,51!2 where 
a2 = (3,4). 

Now d4 = .36 lies between 2p2 = .28 and 

2p5 = .38 and so by condition 3.2 of Table 3, 

Consider the two sets of units given below = .28. 

and the characteristic values. 
Proceeding in this manner for all pairs of 

units of Set 2 in the given order of listing, we 
find the joint probabilities, as follows: 

274 



Table 7: Value of (fixed order) as of Set 2 
Unit 

Unit 

j 1 2 3 4 5 6 

1 - .0 .0 .18 .02 .0 

2 .0 - .0 .0 .28 .0 

3 .0 .0 - .0 .08 .26 

4 .18 .0 .0 - .0 .18 

5 .02 .28 .08 .0 - .0 

6 .0 .0 .26 .18 .0 - 
Sum .20 .28 .34 .36 .38 .44 

Turning now to the case of randomized order 
of units, we see that, for each given pair of 
units and j, we need only find for 

k 0,1,2, ..., 
NZ3 

if N odd and for k = 0,1,2, 

..., 
N22 

if N even and only half of the sets for 

k N2 since each set of ak yields a complement 
set with also N -2/2 units with the same joint 
probability. The arrangement of the k units in 
a given set lying between i and j is in- 
material since the cumulative probabilities re- 
main unchanged for units i and j. Hence, we 
need only consider all possible selections of k 
units as k proceeds from k = 0 (when i and j are 
adjacent in the list) to k = N -3/2 or N -2/2. Or, 
we find for each set ak and take an 

average over (N2) selections of k units and 

over (N -1)/2 distinct values of k, or for random 
ordering of units N -2 or 

ij N -1 k-0 l k 

2 
(N-3)/2 1 

N-1 N-2 
ri lak for N odd 

j k=0 ( ) 

2 
(N-4)/2 

1 

N-1 (N2) 

1 
N 2 

E* 
ijl- (N -2)/2 

-2) á(N -2)/2 
2 

for N even. 
3 

This formula was also derived by W.S. Connor 
[1] who noted the symmetry in the joint prob- 
abilities for k and N -2 -k units apart but not 
for each half of all the sets when k =(N -2)/2. 

(8) 

E* denotes summation over only 1/2 of the 
sets of N -2/2 units (easily accomplished by 
fixing a particular unit in each set when calcu- 
lating the conditional joint probabilities). 

In effecting the calculation of the 

conditional joint probability of k units lie 
between i and j, the (N -2) selections may be 

k 
partitioned into four separate groups satisfying 
conditions 3.1, 3.2, 3.3, or 3.4 by examining 
the ranges of values of dk over sub -sets of k 
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selected units. In fact, may be zero 

regardless of the selected units listed between i 
and j, a fact easily established by determining 
the range of values of + dk between the 

smallest k units and the largest k units. Thus, 

the algorithm for calculating for each 

value of k may be simplified and the calcu- 
lations reduced by ordering the N -2 units in as- 
cending order of size between i and j and 
examining the range of value of 

+2 + dk +2 
Considering set 2 with 6 units, suppose now 

that n2 is to be calculated over all possible 
random orderings of units. 

Table 8: Re- ordering for calculation of w 

(Set 2) 

Unit 2pi Sum Comments 

2 .28 

5 .38 .66 Sum < 1, so use 
Table 3 

remaining units 
ordered by size 2pi 

1 .20 .20 

3 .34 .54 

4 .36 .90 

6 .44 1.34 

Calculations of r2 51k for: 

k =0 since d2 = .66, condition 3.4 holds and so 

712,510 = 

k Min. I3 + d3 = .86 and Max. I3 + d3 = 1.10 so 

for some sets 
al' 

w2,51a since d3 = .10 

for Max. I3 + d3, for which condition 3.1 

holds. So proceeding thus; for 

a =(6) ,d3 =.10 ,w2251(6)=.10 by 3.1, 

a =(4) ,d3 =.02 ,w2,51(5)=.02 by 3.1, 

=(3) or (1),d3c[.66,1),w2 5lá1 =0 

Sum .12 

Average .12 /(11)= .12/4 = .03 

k =2 =(N -2)/2 so that we need consider only one - 
half of the (i) sets, by fixing a particular unit, 

say no. 1 in each set. 

Then, with unit no. 1 included in the 3 
possible sets. 

Min I4 + d4 = .66 + .20 + .34 = 1.20 or d4 = .20 

Min I4 + d4 = .66 + .20 + .44 = 1.30 or d4 = .30 

both yielding non -zero joint probabilities so for 
k =2, when 

a2 =(1,3),d4 =.20,r2251(1,3) =.20 by 3.1, 

9.2=(1,4),d.4 =. 22'w251(1 4)=.22 
by 3.1, and 

a2 =(1,6),d4 =.30,Tr2,51(1,6) =.28 by 3.2 

Sum =.70 
Average =.70/6 =.116ír2,512 



Hence, n2 = 2 (0 +.03 + .116) = 

.4 x .146 .0586. 

Proceeding in like manner as above, for the 
remaining 14 pairs of units, we may derive the 
joint probability matrix in Table 9 and a 
similar matrix in Table 10 for the case of n =3 
for the same population. 

Table 9: Joint Probability for each pair of 
units of Set 2 (n =2) Unit i 

Unit 

j 1 2 3 4 5 6 

1 - .0386 .0386 .0386 .0420 .0420 

2 .0386 .0486 .0553 .0586 .0786 

3 .0386 .0486 - .0753 .0786 .0986 

4 .0386 .0553 .0753 .0853 .1053 

5 .0420 .0586 .0786 .0853 .1153 

6 .0420 .0786 .0986 .1053 .1153 - 

Sum .2000 .2800 .3400 .3600 .3800 .4400 

Table 10: Joint Probabilities between Pairs of 
Units (Population 2 when n =3) 

Unit i 

Unit 

j 1 2 3 4 5 6 

1 - .1080 .1163 .1213 .1263 .1280 

2 .1080 - .1630 .1680 .1730 .2280 

3 .1163 .1630 - .2096 .2346 .2963 

4 .1213 .1680 .2096 - .2596 .3213 

5 .1263 .1730 .2346 .2596 - .3463 

6 .1280 .2280 .2963 .3213 .3463 - 

Sum .6000 .8400 1.0200 1.0800 1.1400 1.3200 

Check = 2 x 3p1 = 2 x 3p2, etc. 

and the calculations for say n5,6 in Table 10: 

3pi Sum 

5 .57 

6 .66 1.23 > 1 so n5,610 .23 (by 4.1) 

k=l n5,61a 
1 

a2 k=2 

2 

1 .30 1.53 .53 (by 4.2) 1,2 1.95 .28(by 4.4) 
2 .42 1.65 .57 (by 4.3) 1,3 2.04 .23(by 4.1) 
3 .51 1.74 .49 (by 4.4) 1,4 2.07 .23(by 4.1) 
4 .54 1.77 .46 (by 4.4) 

2.05 
.764 
.74 

n5,611 = .5125 .123 n5,612 

Hence, 
n56 

= .4 (.2300 + .5125 + .1233) 

.4 .86583 = .3463. 

For a population of 6 units, to calculate 
the joint probability of any pair of units re- 
quires only the calculation for 8 distinct 
arrangements of units and reading off the prob- 
abilities from Table 3 or 4 are required before 
a direct substitution in formula (8) can be 
made. However, for N units in general, 2 

-3 
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distinct arrangements and readings from Table 3 
or 4 must be obtained before substitution in 
formula (8). This is clearly impractical for 
manual calculations beyond say N =10 and perhaps 
even for a computer operation beyond say N =20 
since 217 = 131,072 and the running time on the 
computer could be extensive. The calculations 
may sometimes be considerably reduced by aver- 
aging over many possible selections of units 
between a given pair of units rather than by 
reading off the joint probability for each of 
the 2N-3 possible selections of units and then 
averaging the probabilities. 
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CHANGES IN THE OCCUPATION AND INDUSTRY CLASSIFICATION SYSTEMS 
BETWEEN THE 1960 AND 1970 CENSUS OF POPULATION 

Stanley Greene and John Priebe 
Social and Economic Statistics Administration, Bureau of the Census 

I. INTRODUCTION 
The world of work is of central concern in a 

person's life and the skills of its people a key 
to a country's development. The world of work 
comprises an extreme diversity of activities. The 
range of occupations extends from A. B. Seamen to 
Zoologist with 23,000 intervening discrete job 
titles in our Alphabetical Index of Industries 
and Occupations. To bring order and understand- 
ing to this extensive variety --to make it mentally 
manageable a system of classification or ordering 
is necessary. The simplest questions related to 
labor supply and demand, education, planning, and 
wage differentials require some systematic order- 
ing of these information bits; thus the need for 
a classification system. 

In recognition of this need for a systematic 
classification of occupations and industries the 
Federal Censuses have been developing classifica- 
tion systems in these fields since 1820. At the 
Census of 1820 the classification system comprised 
three major divisions, namely agriculture, com- 
merce, and manufacturers. No occupational data 
were collected at the Census of 1830 but at the 
Census of 1840 the classification system had grown 
by over 100 percent constituting seven classes- - 
mining; agriculture; commerce; manufacturers and 
trades; navigation of the ocean; navigation of 
canals,lakes, and rivers; and learned professions 
and engineers. The Census hat been growing,chang- 
ing, and adapting ever since. 

It certainly was simpler to be a labor force 
analyst in the good old days. Whereas there were 
only three discrete "occupation" items in 1820, 
today there are three distinct classification 
systems- -The occupational system comprising 441 
items,the industrial system comprising 212 items, 
and the class of worker system comprising 6items. 

Although for historical and comparability 
purposes it is desirable to maintain consistency 
over time, the occupational data collected and 
presented in the several decennial censuses have 
seen changes introduced in the detail of occupa- 
tion classification used. These changes are ne- 
cessitated by a dynamic American economy --new in- 
dustries,new methods,new occupations. The decade 
between 1960 and 1970 was no exception and many 
modifications were made. 

These alterations are necessitated by a num- 
ber of factors; Introduction of new jobs, change 
in work content,change in terminology, changes in 
schedule wording and enumeration techniques, and 
the general desire for improvement. 

II. PURPOSE OF CHANGE 
For the 1970 Census we had quite specific 

goals in mind in formulating our plans for the 
occupational classification system revisions. 
These were: 

1. Reductionin the size of large categories. 
2. More specificity relative to general 

categories. 
3. More homogeneity among specific census 
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occupation categories. 
4. Identification of new and significant 

occupations. 
5. Feasibility of coding actual census res- 

ponses to the proposed categories. 
6. Increased accuracy of terminology in ti- 

tles and content of categories. 

In recognition of the desirability of main- 
taining historical comparability, constraining 
guidelines were followed: introduce no category 
shifts between major groups except where compel- 
ling reasons existed in situations of evident mis- 
classification and to introduce no new major groups 
nor eliminate any if comparability were affected. 

With these goals and restrictions in mind,an 
organized and systematic review was undertaken of 
the job titles comprising each of the 297 occupa- 
tion categories of 1960. Each of approximately 

25,000 job titles was examined to determine whether 
it was to remain in a particular category or be 

shifted to an existing category or be included 
among those titles comprising a newly established 
category. 

III. REVISION MATERIALS 
Several important tools were used in revising 

the 1960 system. Among them were the following: 

(1) The 1960 Classified Index of Occupations 
and Industries. This volume presents the job ti- 
tles comprising the occupation categories estab- 
lished for the 1960 Census and was of primary 
importance to the undertaking. 

(2) The Current Population Survey (CPS). 
This survey and other sources were used in iden- 
tifying new and emerging occupation titles. 

(3) The unpublished CPS annual average fig- 
ures of the detailed occupation distribution. 
These figures served to identify growth occupa- 
tions. 

(4) The Dictionary of Occupational Titles 
(DOT). 

(5) A special cross -tabulation of a CPS 
panel coded in both Census and DOT terms. 

(6) A 100,000 card sample ofthe 1960 census 
occupation entries. This sample ofthe experienced 
civilian labor force in the 1960 census contains 
industry, occupation, and class of worker codes, 
and selected demographic characteristics. The sam- 
ple card also includes the written occupation and 
industry responses clerically transcribed from the 
1960 census schedules. This arrangement permitted 
the study ofthe job title composition of each spe- 
cific occupation code category in quantitative 
terms. Since the sample was representative of the 
1960 census, the card deck also allowed for the 
calculation of estimates of the size ofthe various 
revisions. One major result of these exercises was 
an approximate 50 percent increase in the number of 
occupations over the 1960 system: 441 compared 
with 297. 

A significant aspect of the improved ability 
to make these additional distinctions stems from 
the introduction of two supplementary probing items 



for occupation in the 1970 census questionnaire. 
The two probes ask for the major activities andjob 
title in addition to "kind of work ",providing more 
information for distinguishing the various occupa- 
tions. 

IV. DETAILED TYPES OF REVISIONS 
A major effort was made to reduce the size 

and improve the identification of the "not else- 

where classified "(n.e.c.) categories, since some 
of these groups were too broadly descriptive and 
included a large number of workers. These cate- 
gories were refined in the following fashion: 

(1) New categories were established from 
components. For example, precision machine oper- 
atives were extracted from the " Operatives,n.e.c." 
and identified in four distinct occupations. In 
this fashion, 18 new occupation groups and large 
portions of four others were formed from the 

"Operatives,n.e.c." category. Moreover, a great 
number of job titles were shifted from this gen- 
eralized group into more specifically identified 
categories. 

(2) The "n.e.c." categories, where appro- 
priate, were split among their integral compo- 
nents, i.e., generalized titles and minor occupa- 
tions. For example, after extracting the signif- 
icant and identifiable occupations and many job 
titles associated with existing occupations from 
the "Clerical workers, n.e.c. "category,the remain- 
ing titles were assigned to two component categor- 
ies: "Miscellaneous clerical workers," and "Not 

specified clerical workers." 
(3) Many job titles were shifted about in 

order to improve the homogeneity of the occupa- 
tion categories; for example, "impressario" was 

shifted from "Clerical workers (Agent, n.e.c.)" 
to "Managers and administrators." "Jailer" was 
moved from "Officials and administrators, n.e.c." 
to "Guards and watchmen." 

In addition, three basic types of revisions 
were introduced: 

(1) An existing category was separated into 
two or more new categories where the components 
were sufficiently large and occupationally dis- 
tinctive. For example, "Automobile mechanics" 
was divided into two groups -- "Automobile body 
repairmen" and "Automobile mechanics." 

(2) In some cases,a portion of an existing 
category was subsumed by another category. For 

example, "marine engineers" was shifted from 
"ship officers "in "Managers" to "Mechanical engi- 
neers" in order to improve both categories in terms 
of uniform composition. 

(3) Some categories were eliminated,and the 
components were placed elsewhere. For example, 
"Agents, n.e.c. "represented a large heterogeneous 
"clerical" category in 1960. For 1970, all its 
component occupations were distributed to appro- 
priate existing categories or newly established 
categories. In like manner, certain categories 
were combined in order toeliminate archaic or un- 
necessary divisions. For example, "Express mes- 
sengers and railway mail clerks" was reclassified 
into two existing categories: "Railway mail clerks" 
were combined with "Postal clerks" and "Express 
messengers "with "Miscellaneous clerical workers." 
Another example, since "Baggage and cargo agents" 
were found to be doing like work as "Ticket, sta- 
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tion, and express agents ", these groups were com- 
bined. 

Other aspects of the detailed revision pro- 
cess concerned the elimination of residual indus- 
trial overtones persisting in the occupational 

system. For example, such job titles as "carpen- 
ters" and "bulldozer operators" were removed from 
"Mine operatives and laborers, n.e.c. "and "Lumber- 

men, raftsmen, and wood choppers" and placed in 
their respective occupation categories. 

The system also addresses itself to growth 
occupations during the decade. For example, the 
computer field is represented by five distinct 

occupations in 1970. (In 1960 there were none.) 
In like manner, social welfare, health, and edu- 

cational services have experienced a sizeable ex- 
pansion in separately identified occupations. 

Other aspects of the revised system have to 
do with a more flexible approach to computer pro- 
cessing of the data. 

One such innovation is the inclusion of an 
unique "allocation" code for each major group. 
"Not reported" cases are assigned to one of these 
categories by the computer, based upon selected 
reported demographic characteristics.This results 
in the elimination of the single line "Occupation 
not reported" category used in 1960. 

The second major innovation is that greater 
use is made in 1970 of "tabulation categories" 
which generally have not been published in printed 
census reports but have been reserved for special 
reports. In most other instances they will be 
combined with other groups for census publications. 
For example, medical and legal secretaries have 
been set up as tabulation categories. Another 
illustration -it was deemed appropriate to count 
the "apprentice" categories of 1960 presented then 
as "Operatives" with their counterpart craft oc- 
cupations. The reasons behind this move were: 

(1) To be consistent with the treatment of 
"trainees" which were classified with the craft. 

(2) To recognize the fact that many appren- 
tices often work at a skill level equivalent to 
the journeymen. 

(3) The imperfect census count of appren- 
tices, since many of them do not report they are 
in an apprenticeship program and thus are classi- 
fied as in the craft. In some special reports, 
however,apprentices will be separately identified. 

A third innovation is the use of the computer 
to supplement the hand coding activities. For ex- 
ample, it was deemed desirable to separate the 
large heterogeneous category of 1960 "Salesmen, 
n.e.c." into sales representatives, sales clerks, 
and salesmen of services. An examination of the 
responses to the expanded occupation item from the 
Census Pretest Program indicated that the infor- 
nation provided was insufficient to make this 
separation. However, a close correlation exists 
between certain detailed industries and the var- 
ious types of sales personnel;therefore, although 
the coders will continue to classify by one broad 
code, the computer will be used to refine this 
code into five groups based upon the detailed in- 
dustry code. 

Another extended application of the computer 



capability through computer edit of clerically 
assigned codes. For example, a new group "Res- 
taurant, cafeteria, and bar managers" was estab- 
lished. This group was achieved by having the 
coders combine those clear -cut cases that are so 
designated verbally with those less specific en- 
tries that have an industry classification of 
"Eating and drinking places." That portion of 
this complex coding having to do with nonspecific 
manager entry coupled with the "Eating and drink- 
ing places "industry was then verified bycomputer 
to assure accuracy. 

V. THE OCCUPATIONAL CLASSIFICATION SYSTEM 
As noted, the new occupation system incor- 

porates a sizable number of changes vis -vis the 
1960 system. In general, many more detailed and 
more homogeneous categories were established:441 
compared with the 297 in 1960.For 1970,there are 
12 major groups rather than the of 1960. The 

new major group entitled "Transport equipment op- 
eratives "includes bus drivers,parking attendants, 
truck drivers,etc. The shift in categories com- 
prising the new major group was confined to the 
1960 major group "Operatives and kindred workers" 
to provide for historical comparability. A second 
revision(shown below)was the rearrangement of the 
major groups to reflect the traditional broad oc- 
cupational areas --White collar workers,blue col- 
lar workers, farm workers, and service workers. 
The four worker divisions have been placed in 
their traditional sequence,but such sequence is 

not intended to imply that any division has a 
higher social or skill level than another. 

1970 MAJOR OCCUPATION GROUPS 

Number of 
detailed categories 
comprising groups 

1960 1970 

White collar workers: 
Professional, technical, 
and kindred workers 84 

Managers and administrators, 
except farm 13 
Sales workers 9 
Clerical and kindred workers 28 

Blue collar workers: 
Craftsmen and kindred workers. 61 96 
Operatives, except transport 54 
Transport equipment operatives 12 
Laborers, except farm 10 16 

Farm workers: 
Farmers and farm managers 2 
Farm laborers and farm foremen 4 

Service workers: 
Service workers, exc. private 
household 28 38 

Private household workers 4 6 

noted in the preceding statement,a great many de- 
tailed revisions were made to most of the 1960 
categories having to do with sharpening homogene- 
ity of the categories. 

Quantification of the System 
After placement of the job titles was com- 

pleted,quantitative estimates of the 1970 classi- 
fication changes were made for the 1960 experienced 
civilian labor force data published in the United 
States Census of Populations Detailed Char- 
acteristics, U.S. Summary. The following proce- 
dures were used to determine these levels. 

The first step was to calculate on the basis 
of the 100,000 card sample (Item 6 of the source 
materials noted above) an estimate of the percent 
of a 1960 category which would be in a different 
category in the 1970 system. For each 1960 cate- 
gory then, cards containing job titles which were 
transferred to another category in the 1970 clas- 
sification were counted separately for male and 
female. An adjustment percent was calculated in- 
dividually for males and females by dividing the 
number of cards transferred to each 1970 category 
by the total number of cards in the 1960 category. 

The second step was to apply these percents 
to the published data in the 1960 Detailed Char- 
acteristics, U.S. table 201 to produce a 
numerical estimate of the change. For example, 
the 1960 category "lawyers and judges" was split 
into two distinct categories for 1970. There were 
12 cards (male) for judges of the total 286 cards 
(male) in the category. Thus, judges formed 4.196 
percent of the category. This percent was then 
applied to the 1960 total of 205,515 male "lawyers 
and judges "in the experienced civilian labor force 
to produce an estimate of 8,623 judges in 1960 

Table A presents the effect of the revisions 
at the major group level for the 1960 experienced 
civilian labor force. 

The differences noted in Table A are the net 
124 result of changes across major occupational groups. 

The loss of a quarter million persons in the "Pro - 
24 fessional "category results mainly from the trans- 
15 fer of five categories out of the group. These 

48 were "School administrators ", '!Estimators and in- 
vestigators ", "Funeral directors ", "Student nurses; 
and "Teacher's aides ". A principle addition to the 
"Professional" major group was "craft teachers" 
added to "Adult education teachers" from "Crafts- 
men and kindred workers ". Also, "not specified 
nurses "had been classified with "practical nurses, 

3 but our study indicated that many were more likely 
5 to be !!registered nurses ". Therefore, "not spec- 

ified nurses" were moved to "Professional ". 

The addition of 218,000 "Managers and admin- 
istrators" results mainly from the shifting of 
"School administrators "and "Funeral directors" out 
of "Professional" into this group, also important 
was the addition of titles from the "Agents, n.e.c." 
category in "clerical workers" to a number of 
"Manager" categories. Very little was moved out 
of this group. 

The negligible decline in "Sales workers" 
(2,788) is accounted for by the removal of "Stock 
handlers" shifted to "Laborers, except farm ". 
This was offset by a few smaller categories shift- 

Finally, rather than having the detailed cate- 
gories with each major group listed alphabetically 
subgroupings or "families" have been established 
in several major groups.For example,the "Service 
workers" group, to clarify its content, has been 
recast into five subgroupings: Cleaning service, 
food service, health service, personal service, 
and protective service workers. 

In addition to these conceptual revisions 
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ed into this group,primarily from "Agents,n.e.c." 
and "Professional, n.e.c. ". 

Table A.-- SUMMARY OF CHANGES AMONG 
MAJOR OCCUPATION GROUPS - 1960 TO 1970 
(1960 Experienced Civilian Labor Force) 

MAJOR OCCUPATION GROUPS 

TOTAL 

1970 
Classifi- 

cation 
System 

1960 
Classifi- 
cation 
System 

Difference 

EXPERIENCED CIVILIAN LABOR FORCE 67,990,073 67,990,073 - 
PROFESSIONAL,TECHNICAL,AND KINDRED 
WORKERS 7,089,840 7,335,699 - 245,859 
MANAGERS AND ADMINISTRATORS,EKCEPT 
FARM 5,708,247 5,489,489 + 218,758 
SALES WORKERS 4,798,553 4,801,341 - 2,788 
CLERICAL AND KINDRED WORKERS 9,431,106 9,617,487 - 186,381 
CRAFTSMEN AND KINDRED WORKERS 9,465,311 9,240,983 + 224,328 

TRANSPORT 
TRANSPORT OPERATIVES 

9,580,810 
2,673,470 

LABORERS, EXCEPT 3,755,237 3,530,022 + 225,215 
FARMERS AND FARM MANAGERS 2,527,755 2,525,907 + 1,848 
FARM LABORERS AND FARM FOREMEN 1,604,235 1,559,524 + 44,711 
SERVICE WORKERS,EICEPT PRIVATE 
HOUSEHOLD 6,085,582 5,765,481 + 320,101 
PRIVATE HOUSEHOLD 1,816,648 1,824,817 - 8,169 
OCCUPATION NOT REPORTED 3,453,279 3,453,279 - 

The decline of 186,000 in the "Clerical "group 
is due primarily to the breaking up and shifting 
out of such miscellaneous catchalls as "Agents, 
n.e.c." and "Clerical, n.e.c. ". The major,addi- 
tion was the "Estimators and investigators "moved 
from "Professional ". 

The increase of 224,000 among the "Craftsmen" 
is largely accounted for by the shifting into the 
group of "Furniture and wood finishers" "cater - 
piller drivers operators ", "Power station opera- 
tors" and numerous job titles from "Operatives, 
n.e.c. ". 

The "Operatives" group declined by close to 

600,000 and principally responsible for this shift 
was the loss of the additions to "Craftsmen" noted 
above; and work activities other than operatives in 
the "Mine operative" group,e.g.,laborers and ma- 
terial handlers. Added to "Checkers, examiners, 
and inspectors;manufacturing" in the "Operatives" 
group were the "checkers and examiners "from "Cler - 
ical, n.e.c. ". Also added to "Operatives" were 
"garage laborers "so as to be combined with "gas 

station attendents" and "sawyers" from "lumber- 
men". In addition the "Operative" group was di- 
vided in two -- splitting out "transport equipment 
operatives ". 

The "Laborers, except farm" group was enlarged 

by 225,215. This is largely accounted for by 
"material handlers "mine laborers ", and certain 
other "n.e.c." titles from "Operatives ". Other 

changes such as "sackers" from "Sales workers" to 
"Stock handlers" and the entire group of "Stock 
handlers" from "Operatives" to "Laborers" played 
a significant role. The "Farm workers" group saw 
little change. The increase of 320,000 in the 
"Service workers, except private household" group 
is caused by the shift there from "Craftsmen" of 
the "maintenance men ", "medical and dental aides 
and assistants" from "Clerical ",and "student nurs- 
es" and other "medical aides" from "Professional ". 

Table B quantifies all the shifts among the 
major groups. Table A provided the net shift for 
each major group. This net figure may be derived 
from Table B by subtraction of boxhead from stub 
line for corresponding groups and the table also 
charts the flow of changes of the '60 and '70 

Classification System. 

Table B. GROUPS 1960 AND 1970 OCCUPATIcE 

(1960 Experienced Civilian Labor Foros) 

1970 major 1970 Q 
1960 major losses 

Total technical 
and 

Sales 
workers 

Clerical 
d a 

workers 

r 

and 
and 
fen 

mangers 

laborers 
and 

Service 

swept 
private 
home- 
hold 

hold 
workers 

Total 1,837,406 - 350,556 -26 ,897 -61,867 - 260,354 -206,158 - 748,432 - 115,277 -1,496 - - 58,200 -8,169 

Professional, teohnioal, and 
kindred workers +104,697 - 10,713 - 30,660 16,893 4,241 - - - 42,190 - 

and administrators, 
axospt farm. +245,655 178,112 - - 64,132 674 - 2,737 - - 

Sales workers +59,079 17,689 1,598 - 39,792 - - - - - - 

and kindred workers +73,973 49,845 2,851 6,570 - 12,981 1,726 - 

and kindred workers +430,486 20,753 672 - - - 395,E 13,933 - - - - 

Operativee, apt transport +148,679 - 58 - 37,596 42,030 - 67,028 - - 1,967 - 

equipment operatives. +7,989 5,226 1,457 1,306 - - - - 

laborere, except farm +340,492 3,466 2,208 55,297 11,8 5 2,754 251,079 - 1,496 - 12,317 - 

Farm and farm managers +3,344 - - - - - 3,344 - - - - 

Farm laborers farm foremen. +44,711 - - - - 44,075 636 

Servioe workers, except private 
household +378,301 80,691 8,797 - 71,073 142,350 37,584 29,637 - - - 8,169 

Private household workers - - - - - - - - - 
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VI. THE INDUSTRIAL CLASSIFICATION SYSTEM 
The 1970 industrial classification system is 

patterned after the 1967 Standard Industrial Clas- 

sification(SIC) established by the Office of 
agement and Budget. The revised Census classifi- 
cation contains 227 categories as opposed to 150 
in 1960; again, like the occupation system about 
a 50 percent increase in detail. Most of the 
changes have resulted in establishing smaller,more 
homogeneous groups from larger groups. A major 
classification revision which was made had to do 
with the transfer ofgovernment welfare activities 
to "Welfare services" in the major group "Profes- 
sional and related services" from "Public admin- 
istration". 

Although the Census system is developed from 
the Standard Industrial Classification, there is 
one difference which should be noted. In the 1967 
SIC,all government workers are classified under a 
"government division" by level of government re- 
gardless of their activities. Within each level 
of government the SIC is further classified by in- 
dustrial activity. One of these industrial activ- 
ities is "regular government function- executive, 
legislative,and judicial ". The Population Census, 
on the other hand, classifies all like industrial 
activity together without regard to government 
ownership. This classification system includes a 
major group "Public administration" which can be 
equated to the "regular government functions "cate - 
gory in the SIC. The Population Census identifies 
government ownership, by level of government, in 
its class of worker item. For example, the SIC 
would classify a person employed by the highway 
construction activity of the State highway depart- 
ment primarily as State government, and secondar- 
ily as "general contractor,except building ". The 
Census would classify the person in the "general 
contractor, except building" industry,and identi- 
fy the State government ownership in the indepen- 
dent class of worker item. It should be noted 
that the 1972 edition ofthe SIC has revised its 
system to eliminate the government primary sort. 
The following sources were used in revising the 

system: 

1. The Standard Industrial Classification 
(1967). 

2. The United States Bureau of the Census, 
County Business Patterns 1967. U.S. Summary CBP- 
67-1 giving first quarter 1967 employment data ac- 
cording to the SIC. 

3. The 100,000 card sample ofthe 1960 cen- 
sus which was also used for revising the occupa- 
tion classification. 

The 100,000 card sample permitted the prepa- 
ration of estimates of the effect of the revisions 
on the classification of 1960 data. The process 
of assigning weights to these cards was the same 
as used for the occupation revisions. Table 210 
which presents detailed industry data in the De- 
tailed Characteristics, U.S. was used as 
a base for applying the industry adjustment per- 
cents to form the numerical estimates. 

Presented in Table C is the 1960 experienced 
civilian labor force classified by the 1960 and 
1970 systems showing differences at the major group 
level. 
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Table C.-- OF CHANGES 
MAJOR GROUPS - 1960 TO 1970 

(1960 Civilian Labor Force) 

MAJOR INDUSTRI GROUPS 
0 

cation 

1960 

cation 
System 

Difference 

67,990,078 67,990,078 CIVILIAN FORCE 
FISHERIES 4,518,771 4,519,332 - 561 

MINIM 713,E 713,661 - 
CONSTRUCTION 4,302,307 4,302,307 - 

GOODS 10,417,534 10,413,191 + 4,343 
GOODS 8,118,930 8,122,712 - 3,782 

OTHER PUBLIC UTILITIES 4,633,016 4,633,016 - 

RETAIL TRADE 12,362,554 12,362,554 - 
REAL ESTATE 2,749,175 2,749,022 + 153 

REPAIR SERVICES 1,679,789 1,683,297 - 3,508 
SERVICES 4,077,788 4,074,359 + 3,429 

RECREATION SERVICES 553,767 553,767 - 
RELATED SERVICES 7,834,278 7,714,244 + 120,034 

PUBLIC 3,181,447 3,301,555 - 120,108 
2,847,061 2,847,061 - 

Since almost all the changes affecting the 
industry classification system were internal" group 
splits, very little net change occured between 
groups. The 120,000 shift between "Public admin- 
istration" and "Professional and related services" 
is caused, as noted earlier, by the shift.of -wel- 
fare activities from the former to the latter. 

VII. EFFECT UPON "n.e.c." GROUPS 
One of the major criticisms of the former 

occupational classification system centered the 
"not elsewhere classified" groups. Those are the 
generalized residual categories,and the complaint 
was that they comprised a too large proportion of 
the work force. The attempt at resolution of this 
problem was a twofold approach. The first, as 
noted earlier, was to divide the n.e.c. groups 
into its two component parts, where possible, the 
not specified component, where the respondent en- 
tries were too vague to classify in amore refined 
manner,and the miscellaneous component which con- 
tains specific jobs but of limited significance 
or magnitude. This latter group was carefully 
examined to determine if new occupation groups 
could be established or job titles could be ab- 
sorbed within existing groups. The measure of 
success this review met is shown in Table D. 

It may be observed that whereas the 1960 
system had 35 percent of its workers classified 
into 12 large n.e.c. groups, the reclassification 
reduced this to 23 percent for .15 categories. 
These 15 categories can be classified into three 
types. One type retains the label of "not else- 
where classified ". Since the nature of the work 
performed by, e.g. "managers" and "salesmen" does 
not permit a determination of whether the entry 
is as detailed as possible. The other two, as 
noted earlier,are called "miscellaneous" and "not 
specified ". The "miscellaneous" covers low fre- 
quency specific job titles;whereas the "not spec- 
ified" categories include nondescriptive titles 
such as "office worker ", "laborer ", etc. There- 
fore, the 23 percent of the labor force included 
in these nonspecific occupation categories are 
distributed into these three types as follows: 



The "not elsewhere classified" is 14 percent, the 
"miscellaneous" is 3.5 percent,and the "not spec - 
ified "is 6 percent. Particularly noteworthy is 

the "Operatives" group where the "n.e.c." category 
was reduced from 7.3 percent of the ECLF to 3.8 
percent, a decline of 48 percent. Moreover the 
3.8 percent is distributed over four residual cat- 
egories. The above figures were all standarized 
for the 1960 ECLF date base. 

Prepublication data shows that these resid- 

ual categories represent slower proportion of the 
1970 Census ECLF than the adjusted 1960 data pre- 

sented here. In the 1970 Census,factors other 

than the reclassified occupation system play a role 
in the proportion these residual categories areto 
the whole. These factors would be the question 
wording and the quality of field and coding oper- 
ations. The most important of theseis the pres- 
ence of two additional occupation questions onthe 
1970 Census questionnaire. 

VIII.A STANDARD OCCUPATIONAL CLASSIFICATIONSYSTEM? 
The Interagency Occupational Classification 

Committee (of which the authors of this paper are 
members) under the auspices of the Office of Man- 
agement and Budget played a strong role in pro- 
viding an overview, guidance, and approval in the 
revision process. We look forward to the next 

quantum leap in the occupational classification 

work. This is a major attempt to establish a 

Standard Occupation Classification System. Such 
a system would parallel the Standard Industrial 
Classification System and would provide a uniform 
government -wide standard. This work has been 

underway for some time by the Interagency Commit- 
tee. In fact, the revisions in the "Professional 
and technical "group of the 1970 Occupation system 
were largely the result of efforts in this direc- 
tion. 

During this experimental and evaluation work 
we hope to also introduce considerations relative 
to the major group classifications. These group- 
ings have fallen under criticism for not being 
truly a socioeconomic grouping and for failing to 
be responsive to other concerns. We are ambitious 
enough to be considering a number of different 
sets of standard groupings based on a variety of 
criteria earnings, training requirements, and 
status they may serve to answer the different sets 
of questions asked of the data. 

1/ A discussion of the background and develop- 
ment is given in "Some Recent Decennial Occupa- 
tional Experimental Work" by Stanley Greene;Pro- 
ceedings of the Social Statistics Section, 1966, 

American Statistical Association. 

2/ For measures of the detailed movement of 
groupings among occupations and industries between 
the 1960 and 1970 Censuses see U.S. Bureau of the 
Census, 1970 Occupation and Industry Classifica- 
tion Systems in Terms of their 1960 Occupation and 
Industry Elements, Technical Paper No. 26, U.S. 
Government Printing Office. 

TABLE D,-- 1960 TO 1970 ELSEWHERE CLASSIFIED (n.e.c.) CATEGORIES 

(1960 Experienced Civilian Labor Force) 

1960 Not Elsewhere Classified Categories 3.970 Not (n.e.c.) Categories 

Total Percent Percent Total Percent Percent Occupation 
number major of Occupation major of 

group ECLF group 

Total ECLF 67,990,073 NA 100.0 Total 67,990,073 100.0 Total of 12 n.e.c. categories 
Professional, technical, and kindred workers 
Professional, 

23,747,163 
7,335,699 

NA 
100.0 

34.9 
10.8 

Total of 15 n.e.c. categories 
Professional, technical, and kindred workers 

15,846,713 
7,089,840 

NA 
100.0 

23.3 
10.4 technical, and klndred,n.e.c. 313,858 4.3 0.5 Research workers not specified 79,495 1.1 0.1 

Managers, offici ale, and proprietors,exa.tere 
Managers, 

100.0 8.1 Managers and administrators, except farm 57,082,247 100.0 8.4 officials, n.e.o. 4,586,035 83.5 6.7 Managers and administrators, n.e.c. 4,268,389 74.8 6.3 
Sales workers 4,801,341 100.0 7.1 Sales workers 4,798,553 100.0 7.1 Salee workers, n.e.c. 3,888,635 81.0 5.7 Sales workers, n.e.c. 3,869,770 80.6 5.7 
Clerical and kindred workers 
Agente, n.e.c. 

9,617,487 

163,117 
100.0 
1.7 

14.2 
0.2 

Clerical and kindred workers 
Miscellaneous clerical workers 

9,431,106 
324,062 

100.0 
3.4 

13.9 
0.5 Clerical and kindred workers, n.e.c. 3,016,387 31.4 4.4 Not specified clerical workers 1,587,755 16.8 2.3 

Craftsmen, foremen,and kindred workers 9,240,983 100.0 13.6 Craftsmen and kindred workers 9,465,311 100.0 13.9 Foremen, n.e.c. 1,199,055 13.0 1.8 Foremen, n.e.c. 1,185,586 12.5 1.7 Mechanics, n.e.c. 1,237,064 13.4 1.8 Miscellaneous mechanics 179,599 1.9 0.3 Craftsmen, n.e.c. 112,225 1.2 0.2 Not specified mechanics 528,005 5.6 0.8 
Operatives and kindred workers 12,846,044 100.0 18.9 

Craftsmen, n.e.c. 92,380 1.0 0.1 
Operatives, n.e,o. 4,993,044 38.9 7.3 Operatives, including transport 12,254,280 100.0 18.0 

Laborere, except farm 3,530,022 100.0 0.2 
Machine opeva specified 762,954 6.2 1.1 

Laborere, n.e.c. 2,762,824 78.3 4.1 
Machine operatives, not specified 632,755 5.2 0.9 

operatives 799,178 6.5 1.2 Service workers, except private household 
Service 

5,765,481 100.0 8.5 Not specified operatives 371,715 3.0 0.6 workers, a.e,o. 192,879 3.3 0.3 
Laborers, except farm 3,755,237 100.0 5.5 Private household workers 1,824,817 100.0 2.7 Miscellaneous laborers 309,018 8.2 0.5 Private household workers, n.e.c. 1,281,740 70.2 1.9 Not specified laborers 856,052 22.8 1.3 

Service workere,except private household 6,085,582 100.0 9.0 
No n.e.c. NA NA 

Private household workers 1,816,648 100.0 2.7 
n.e.c. NA NA 
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ESTIMATES FOR SAMPLES FROM FRAMES WHERE SOME UNITS HAVE MJLTIPLE LISTINGS 

Margaret Gurney and Maria Elena Gonzalez, U.S. 

A. Introduction 

It is often necessary to sample from a frame 
which is known to contain multiple listings for 
the same unit; this is particularly true for mail 
surveys. The estimation of totals and other sta- 
tistics from such a sample presents some inter- 
esting and difficult problems. 

In order to relate the subject matter of this 
paper to a real situation, we base our discussion 
chiefly on the sampling of small farms which was 
done as part of the 1969 Census of Agriculture. 
Units on the Census list which were expected to 
have Total Value of Products sold (TVP) less than 

$2,500 in 1969 were sampled at a rate of 1 in 2, 
and were sent a short questionnaire (form A2). 
Not all units on the mailing list represented 
farms according to the Census definition. In the 
interest of obtaining adequate coverage of farms, 
it was necessary to use several sources, not re- 
stricted to known "in- scope" farms, to construct 
the Census list. These lists were merged after 
unduplication on the basis of identical Social 
Security (SS) and Employer Identification (EI) 

numbers. 

If anyone received more than one questionnaire, 
he was instructed to fill in any one of them, to 
mark the others "extra copy," and to return all of 
them in the same envelope. If any one of the 
forms returned by a respondent was an "Al," which 
was the regular form and was not subject to sam- 
piing, the form returned was assigned a weight of 
"1." If all of the questionnaires returned by a 
respondent were "A2's," the question of the best 
weighting procedure arose. Various estimation 
formulas can be used. Several are discussed 
below, including ene based on a mathematical 
model fòr handling eases in which the respondent 
does not follow instructions. 

B. Estimates for small farms when the respondent 
follows instructions 

The properties of estimates discussed in this sec- 
tion depend on the following assumptions: 

1. Respondents follow instructions, and re- 
turn together all forms received by them. 

2. The number of times a given unit is listed 
is uncorrelated with the characteristic 
being estimated. (For estimates of total 
number of units assumption 2 is not 
needed.) 

Under these conditions we can make estimates which 
are unbiased, but have large sampling errors; es- 
timates which are biased, but have smaller mean 
square errors, are also considered. 

1. An unbiased estimate. An unbiased esti- 
mate, which is easy to apply, and which does not 
require that we know the total number of times a 
farm is on the listing, can be made by tabulating 
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the data only for those farms for which the farm 
operator returned an odd number (1, 3, 5, ...) of 
questionnaires. These data are then multiplied by 
2. This estimate is unbiased, which results from 
a property of the binomial expansion of (1 +1) . 

To illustrate, consider farms which are on the 
list twice: approximately* of them not be 
selected, ¡will be selected once, and ¡will be 
selected twice. If we use only the farms which 
were selected once, and multiply the by 2, we 
shall have an unbiased estimate of the total of a 
characteristic for farms which are on the list 
twice. If we consider farms which are listed 
three times, the proportion which will not be se- 
lected at all is about 1/8; about 3/8 will be se- 
lected once; 3/8 will be selected twice; and 1/8 
will be selected three times. The farms which 
are selected an odd number of times (3/8 plus 
1/8 = 1/2) are used in making the estimate; multi- 
plication by 2 will lead to unbiased estimates. 
The extension to higher amounts of duplication 
can be proved by induction. 

This type of estimate is not a desirable one, 
since it is not using all of the data available: 
all of the farms which were selected an even num- 
ber of times have a weight equal to zero. Conse- 
quently, the variance of this estimate maybe 
larger than that of some other estimate. 

2. unbiased estjnate for a list where 
every farm is liste4 k Ames. We consider, as 
the next step toward abetter estimate, a list on 
which every listing is replicated exactly the 
same number of times, and ask for the optimum 
weighting scheme. If k is the number of replica- 
tions, and N is the unduplicated number of farms, 
then the list contains kN listings. If a sample 
of of the listings is selected, then approxi- 

mately [(k) /2k]N will be selected once; 

will be selected t times; etc. It can be shown 
that an unbiased estimate with minimum variance 
is obtained if all farms in the sample are given 
the same weight, and that this weight should be 
2k /(2k 

As k becomes large the optimum weight 
approaches unity. 

Unfortunately, we do not know, when a farm operator 
returns one, two, or more copies of the A2 form, 
how many times his place was on the mailing list. 
We may have an approximate distribution, such as 
80% of the farms are listed once, 10% are listed 
twice, 6% are listed three times, etc. But this 
doesn't help us to know how many times this par- 
ticular farm was listed. Hence we go to another 
estimate, which is biased, but which can be ex- 
pected to have a smaller mean square error for 
,most items than the unbiased estimate described in 
section 1, above. 

3. reasonable biased estimate. Since the 
matching is presumed to have been reasonably suc- 
cessful, perhaps less than 20% of the farms are on 



the listing more than once. This means that some- 
thing more than 80% of the farms which respond 
with one questionnaire are actually singles, and 
should have a weight equal to 2. The remaining 

"single" responders should have weights of 4/3, 
8/7, 16/15, etc., but we don't know which weight. 
Any farm which returned two or more questionnaires 
is on the list more than once, and with a sample 
of 1 in 2 has a high probability of being selected; 
hence it is reasonable to assign a weight 1 to 
the "multiple" responders. 

Since it is not possible to distinguish the 
"single" responders who are on the list more than 
once from those which are listed exactly once, we 
assign the weight "2" to them. The assignment of 
this weight to something less than 20% of the 
farms reporting once (the ones which are actually 
multiples) introduces an upward bias into the sam- 
ple estimates. The size and importance of the 
bias will depend, of course, on the distribution 
on the list of single listings, doubles, triples, 
etc.; it will depend also on differences in the 
characteristics for farms which are listed once, 
as compared with farms which are listed more than 
once. 

4. Illustration. Suppose that in a certain 

area there are 3200 farms, but some of them are 
on the mailing list more than once. Suppose the 

distribution by the number of replications is 

Number of 
Replications 

Frequency 
(Pi) 

Number of 
Farms 
(Ni) 

Number of 
Listings 

1 .80 2560 2560 

2 .10 320 640 

3 .06 192 576 

4 .03 96 384 

5 .01 32 160 

Total 1.00 3200 4320 

The number on the listing is about 36% larger 
than the actual number of farms. 

Now take a 50% sample of the listings; 2160 
listings will be selected representing 1600 farms. 
The number of farms in the sample is a random 
variable, and will not be exactly equal to 1600. 

Number of 
replications 

Expected Distribution of the Sample 

Number of 
farms selected 

Not 
selected Number of times selected 

0 1 2 3 4 5 

1 1280 1280 1280 

2 80 160 80 240 

3 24 72 72 24 168 

4 6 24 36 24 6 90 

5 1 5 10 10 5 1 31 

Total 1391 1541 198 58 11 1 1809 

If we use the unbiased estimate from section 1. 
above, the expected value of the estimate of the 
number of farms is 2(1541 + 58 + 1) 3200. 

The biased estimate of section 3. leads to an es- 
timated number of farms: n' 2(1541) + 1(198 + 58 
+ 11 + 1) = 3350, which is an overestimate by 150 
farms, or about 4.8%. This can be shown to have 
a smaller MSE than the unbiased estimate. 

5. Another biased estimate. If we have any 
information which will allow us to estimate the 
approximate magnitude of P1, the proportion of 

unduplicated units, it is possible to obtain a 
closer estimate of the number of farms, which 
will usually be an underestimate (depending 
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largely on how well we estimate P1). Notice that 

the proportion of farms which look like "singles" 
(1541/1809 = .852) is considerably larger than the 
true proportion of singles in the population, 
which is .80. If the respondent fails to follow 
instructions and returns only one form when he 
receives several, or returns more than one but in 
different envelopes, the proportion which look 
like "singles" will be even greater than .85. 
Consequently, it may be desirable to assign a 
weight of "1" to some small proportion of the 
apparent singles. A rough guess of the proportion 
of true singles can lead to a smaller mean square 
error; for example, if we guess the proportion 
of singles which are true "singles" to be .84, 
then the estimated number of farms is 



n" = 2(1541 x .84) + 1(1541 x .16 + 198 + 58 

+ + 1) = 2(1294) + 1(515) = 3103 

which is closer to 3200, the number of farms in 
the area, than the estimate of 3350, in section 
3. In this illustration, a guess as low as 81 %, 
or as high as 99% will lead to a smaller bias in 
the estimate of the number of farms than the sim- 
ple procedure of section 3. 

The discussion of the preceding sections can be 
easily ettended to other sampling fractions. If 
the sampling fraction is less than the variance 
of the unbiased estimate (section 1.) is usually 
even larger, relative to the biased estimate of the 
latter part of section 3., and would not normally 
be considered a candidate for practical use. 

C. Estimates when the respondent does not follow 
instructions 

Respondents in a mail survey may fail to follow 
instructions in a number of ways. A respondent 
receiving t agricultural questionnaires may re- 
turn Any number from 0 to t of them. We have no 
way of knowing how many questionnaires a respon- 
dent received. Since the questionnaires he does 
not return are not known to be duplicates, they 
will probably be considered and 
further followup will be done, and imputation 
will be applied to them if the followup is not 
successful. 

It is possible to construct models which take into 
account the sampling fraction (f) and the probabi 
lity that a respondent who receives t question- 
naires returns r of them. Such a set of probabi- 
lities can be applied to various sets of 

probabilities of multiple listings (Pi) to get 

some notion of the efficiency of various estima- 
tors. The models developed below start (section 
1.) with a sampling frame consisting of k lists, 
each containing all N elements in the population 
(see section B2., above). Two methods are com- 

pared (section 2.): the method of section Bl., 
and the latter part of section B3. The extension 
is then made (section 3.) to variable numbers of 
duplications. 

Let a population consist of N elements, and let 
the sampling frame consist of k lists, each con- 
taining all N elements. In each list, each 
element is given a probability f of being selected 
for a sample. The number of times it is selected 
is a random variable tiwith values in the range 

ti = 0, 1, k, and Pr(ti =t) (t) f)k 
-t. 

If an element is selected t times, it may respond 
(return the questionnaire) from 0 to t of them. 
Let pt rbe the probability that an element re- 

i 
sponda r times, given that it has been selected 
ti times. Let Xi be a value associated with the 

i -th element, and consider a statistic 

x = E uiXi. 
i =1 
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No methods have been investigated for the choice 
of the random variable ui. 

a. Method 1 

2 if r is odd (i, 3, 5,....) Let 
r is even (0, 2, 4,...) 

Then 

E ui = E E (uiI ti) 2 E 

2 

where Pt Pt and the upper limit is 
i is t4-1 

the greatest integer less than or equal to . 

Then k 
E u = 2 E Pt -f)k -t = 

Var = E Var + Var E (uiIti) 

= E (1 -Pt + Var (2Pt ) 

i 

= 

- 4tPt2 ( 
k 
)f 
t 

4 { Pt2(t)ft(l-f)k-t 

= 4E(Pt)4E(pt)2=E (ui)[2-E(ui)], 2) 

b. Method 2 

1) 

Let 2 if r= 1 
ui= 1ifr>1 

Oifr=0 

Then E E (uilti) 

= E + - P - Ptil) 

= E (1 + 

= 1 3) 

Var 

= E Var + Var E (uilti) 

= E {E(u2lt)- [E(ult)]2} + Var (1 + 

= E (1 - 

+ Var 
- 

= E [Pt,l pt,o (Pt,l 

+ Var 

(Pt,l 



= (t) ft (1-f)k-t 

E 
(Pt l-Pto)(t 

t 
4) 

t=o 

2. Comparison of Methods 1 and 2 

We note that 
N N 

Ex E X Eu. (Eu,) E X. i=1 i=1 

N 
Var x = Xi2 Var (ui) = Var (ui) E Xi2 

i =1 

Hence 

MSE(x) = Var + - X)2 

= Var (ui) + (1-Eui)2 (E %i)2 

= No2 N2 (1-Eu)2 

= X u2 + N (1-Eu)2] 5) 

This provides a means of comparing the mean square 
errors of the two methods for hypothetical sets of 
values 

3. Extension to lists with variable number 
of duplications. 

Let the population be divided in N1 elements that 

are on only 1 list, N2 elements that are oñ ex- 

actly 2 lists, etc. Than, if xj denotes the 

estimate for the j -th set 

L L 
x iEl 

Ex E = E(u1j) X 

Var x Var xj 

j j 

MSE(x) = Var x + (Ex. - X)2 

= Var(u1j)iEiXji2+{[E(uIj)-1]X}2 

6) 

7) 

8) 

Exhibit I 

Data for Example A 
Five lists 
Sampling fraction 1/2 
Mean per stratum 1.0 
Variance per stratum 1.0 

Stratum: Number of 
times unit is list 
in tion 

1 
2 

3 
4 

Unduplicated 
number of 
units 

10,900 
1,264 

159 

27 
18 

Number of 
times unit 
is selected 

Expected 
number of 
units 

Proportion of times 
unit responds (r) 

(t) selected 0 1 2 3 4 5 

5778.1 1.00 
1 6151.2 0.05 0.95 

2 391.4 0.04 0.50 0.46 

3 32.2 0.03 0.45 0.47 0.05 

4 4.5 0.03 0.40 0.40 0.10 0.07 

5 .6 0.03 0.40_0.35.0.07 0.12 0.03 
Total 12.368.0 

Data for Example B 
Three lists 
Sampling Fraction 1/2 
Mean per stratum = 1.0 
Variance per stratum 1.0 

Number of 
(0. 2 +22) times unit 

is selected 
(t) 

Expected 
number o 
units 
selected 

Proportion of times 
it responds (r) 

1 2 3 + {E [E(ulj) -1] }2 9) 

Formula 9 can be used to compare the efficiency 1 
of the two methods. 

2 

4. Exam es 
3 

80.5 

92.0 

12.0 

.5 

1.00 

0.60 

0.20 

0.40 

0.50 

0.45 

0.30 
0.40 0.05 

Total 185.0 
Two examples are shown in Exhibit I, comparing 
the two methods for hypothetical populations. 

(continued) 
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Exhibit 1. continued 

Comparisons of Methods 1 and 2 
for Examples A and B 

Method 1 

Estimate Variance Bias 

Mean 
square 
error 

Relative root 
mean square 
error 

A 12,116 

86 

24,564 

259 

-252 

-99 

88,068 

10,060 

0.024 

0.54 

Method 2 

stimate Variance Bias 

Mean 

error 

Relative root 
mean square 
error 

A 

B 

12,311 

90 

23,951 

256 

-57 

-95 

27,200 

9,281 

0.013 

0.52 

For both of the examples presented in Exhibit I, 
method 2 gives a smaller mean square error than 
method 1. 

The relative root mean square error of method 2 
for example A is 0.013, while for method 1 it is 
0.024. Example B represents an extreme case in 
many respects. It assumes that: 

1. Only about 60 percent of the list cor- 
responds to single units. 

2. Only about 40 percent of units selected 
once responded. 

The relative root mean square error for this 
example is about 0.5 for both methods, because of 
the extremely biased results obtained. In this 
example again, method 2 is slightly better than 
method 1. 

D. Reducing the amount of duplication 

The unduplication of the various lista for the 
1969 Census of Agriculture was done by matching on 
EI and SS numbers. It was felt that most of the 
remaining duplication would be removed as a result 
of the instruction to the respondent who received 
more than one questionnaire that he should fill 
out only one, but return them all in the same 
envelope. This system was adopted because of 
budget and time considerations and because it was 
believed that the amount of duplication was small. 
However, the mailings were made at different 
times. About 90 percent of the mailing pieces 
were sent in January 1970, and 10 percent in May 
and July. Therefore, not all forms were received 
by respondents at the same time; so respondents 
were sometimes unable to mail back all forma in 
the same envelope. In addition, some respondents 
who should have followed this instruction failed 
to do so. 
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An idea of the reasons for duplication dan be 
obtained from Exhibit II B, which is based on a 
small sample of "births," which were names added 
to the mailing list in July 1970. Potential 

"births" were matched against the original Census 

list on the basis of SS and EI numbers. While 
the distributions of duplicates described in 
Exhibit II -B apply only to.the "birth" match, 
they may provide a general indication of the 
kinds of duplication problems that are not 
adequately taken care of by a straight match on 
identification numbers. 

The data in Exhibit II, and results from some 
other studies of duplication in selected geo- 
graphic areas, indicate that, if additional 
characteristics, such as name and address are 
used in the matching, the amount of duplication 
maybe reduced considerably. 

Further unduplication of the mailing lists is 
necessary for several reasons: 

1. To reduce the reporting burden on respon- 
dents, and costs to the Census Bureau. 

2. To the extent that respondents fail to 
return duplicate questionnaires ,the 
application of imputation procedures for 

nonrespondents to these cases may produce 
a significant upward bias in farm counts 
and related statistics. 

3. Respondents may fill out and return 
more than one report for the same opera- 
tion. To the extent that it is not possi- 
ble to identify these as duplicates, 
there is an upward bias in all statistics. 

In preparation for the 1974 Census of Agriculture, 
we are investigating various methods of linking 
records to devise an unduplication procedure 
which is more effective than the one used for the 
1969 Census of Agriculture. 

FOOTNOTE 

This analysis was suggested by-Benjamin J. 
Tepping of the U.S. Bureau of the Census. 



Exhibit II 

A. SAMPLE FROM "BIRTH" MAILING LIST: NUMBERS OF DUPLICATED LISTINGS 
AND OF TOTAL DUPLICATION, BY REGION 

Characteristic 
of the sample 

United 
States Northeast 

North 
Central South West 

Total sample size 535 126 134 137 138 

Sample listings 
duplicated one 
or more times 175 44 44 49 38 

Total duplications 267 68 63 79 57 

B. PERCENT DISTRIBUTION OF WEIGHTED NUMBER OF DUPLICATES, BY REASON 
FOR DUPLICATION AND BY REGION 

(Based sample of 267 duplications to a sample of birth listings) 

Reason for 
duplication 

United 
States 

' 

Northeast 
North 
Central South West 

Total 100.0 100.0 100.0 100.0 100.0 

Incorrect punching 
or reporting of 
SS or EI numbers* 12.3 22.8 9.7 9.2 12.4 

SS number on one 
listing, EI number 
on other, same 
name on each 34.1 30.8 28.3 36.6 39.0 

Different SS number 
reported for same 
name or one list- 
ing missing SS 
number 

11.0 4.8 8.0 20.4 5.7 

Different EI number 
reported for same 
name or one list- 
ing missing EI 
number 

10.6 13.5 3.5 16.9 7.6 

Other members of 
partnership or 
operation 30.6 24.8 46.9 16.9 35.2 

apparent reason 1.5 3.4 3.5 - - 

* SS stands for Social Security and EI stands for Employer Identification. 
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THE STUDY DESIGN OF AN EXPERIEMENT TO MEASURE THE EFFECTS OF USING 
PROXY RESPONSES IN THE NATIONAL HEALTH INTERVIEW SURVEY 

Kenneth W. Haase and Ronald W. Wilson, National Center for Health Statistics 

Although the first census was taken in this 

country in 1790, the utilization of an ongoing 
national survey procedure designed to obtain a 
large amount of detailed information about a 

specific area of interest, such as health, is 

still a rather new phenomenon. The Current 
Population Survey is only 32 years old. The 
Health Interview Survey conducted by the Nat- 
ional Center for Health Statistics, although 
first implemented on an ad hoc basis in 1935, 
has only been an ongoing operation since 1957. 
For this reason there are still many things we 
do not know about the techniques of collecting 
valid and reliable information from a household 
respondent on topics which often can be quite 
complex. 

Important public health decisions made at the 
national and local levels are often influenced 
by data obtained in the Health Interview Survey. 
These decisions can affect the lives of large 
segments of the population. In the process of 
improving both the validity and reliability of 
the data collection techniques, we must first 
try to better understand the types and magni- 
tude of the errors and biases that exist within 
these procedures. 

In assessing the validity of the statistics 
derived from the Health Interview Survey, of 
major concern has been the effect of the 
respondent rules which allow adult respondents 
to report for other family members. It is 

generally accepted that for most types of per- 
sonal information, such as health, the best 
informant will, with a few exceptions, be the 
person to whom that information is related. The 
adoption of the present respondent rules was 
based on the concept that, while the validity of 
the data may be improved by implementing a "self - 
respondent only" procedure where all adults are 
'interviewed for themselves, the greatly in- 

creased cost and decreased efficiency resulting 
from such a change would more than offset any 
gain. 

Over the years, a number of special studies 
have been conducted to evaluate the validity of 
specific types of information obtained in the 
Health Interview Survey.1/ These studies often 
involve the validation of information obtained 
in the interview with records from selected 
health facilities where the respondents were 
patients (such as hospitals or clinics). Most 
of these studies tend to indicate that the most 
important problem is related to underreporting. 
There is a tendency for some people not to 
report all of their experiences either because 
of memory loss or for some other reason. Fur- 
ther analysis of these studies also indicate 
that the degree of underreporting for selected 
health variables tends to be more severe when 
the information is obtained through a proxy re- 
spondent rather than from the person himself.?/ 
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The evidence on reporting differences resulting 
from self or proxy respondents derived from 
these and other studies3/ is far from conclusive. 
This is due to a number of reasons, including 
the small sample size used in some of these 
studies, the fact that most of these studies 
were not specifically designed to investigate 
this specific phenomenon and the fact that these 
studies often included very select population 
groups which made inference to the general pop- 
ulation difficult. 

From April to June 1972, the Division of Health 
Interview Statistics conducted a study designed 
to measure the degree to which the use of proxy 
respondents affects the national statistics. 
The findings from this study could have a wide 
range of implications far beyond the National 
Health Survey and could affect the Census 
Bureau and other survey activities. 

First, it might be helpful to look at some of 
the survey data which are related to this re- 
spondent problem. Data on approximately 40 per- 
cent of all adults in the Health Interview 
Survey sample are obtained from proxy respond- 
ents, that is, the information about them is 
obtained from another family member. If we look 
at the rates of selected health indices we find 
the following differences between data obtained 
from self and proxy respondents. 

Table 1 presents the annual rate restricted 
activity days for persons 17 years of age and 
over. The restricted activity statistic is 
derived from questions that ask about cutting 
down on the things a person usually does. 

There are more than 17 days of restricted activ- 
ity per year for each adult in the United States. 
However, there is considerable variation in 
these rates depending upon whether the informat- 
ion was obtained directly from the person him- 
self or through another family member. Self - 
respondents report a rate of almost 20 days of 
restricted activity per year as compared to only 
13 days when data are obtained by proxy respond- 
ents. The higher rates for self- respondents are 
found entirely among persons age 17 -64. 

For the 65 year and over age group, there is a 
reversal in the rates according to respondent 
status. The 29 days reported for the self - 
respondents is lower than the 35 days reported 
by the proxy respondents. 

Table 2 shows the number of days of bed disabil- 
ity per person 17 years of age and over per year 
according to respondent type and age. Since by 
definition all bed days are also restricted 
activity days, we would, therefore, expect a 
.somewhat similar pattern for these two sets of 
data. The overall rate for self -respondents is 
higher than the rate for proxy respondents, 
although this difference is not quite as great 



as that observed for total restricted activity. 

For each of the age groups shown, a similar 

pattern is observed; the self- respondent rates 
for persons under 65 years of age are higher 

than the rates obtained by proxy respondents. 

Also, the same reversal is observed for persons 

over 65 years of age, with more than twice as 

many days of bed disability reported by proxy 
respondents as compared to self- respondents. 

Table 3 presents the number of physician visits 
per person per year by respondent status and 
age. During 1970, there were five physician 

visits for each adult in the United States; 

whereas the self- respondent rate is 5.6 visits 

per person per year, the proxy respondents 

report only 4 visits per year. The self -proxy 

difference is most pronounced for persons under 
65 years of age. The reversed pattern for 

persons 65 years and over that was observed for 

the disability data is not present in the 

physician visit data. 

Estimates from the Health Interview Survey 
indicated that during 1970 there were 1.6 acute 
conditions for each adult in the United States. 
The same pattern for the two respondent groups 

emerges in Table 4 that was observed for physi- 
cian visits. 

Table 5 presents the annual number of short - 

stay hospital discharges per 100 persons 17 

years of age and over. Again, as in all pre- 

vious tables a higher rate for self- respondents 
than proxy respondents and that the younger 
agegroups are the major contributors to this 
difference. 

Summarizing the findings for these selected 
health indices, the rates for adult self -re- 

spondents are higher than those obtained by 
proxy respondents. The pattern held consist- 
ently for persons under 65 years of age. The 

pattern for persons over 65 was not consistent, 

with proxy respondents reporting higher rates 
for several variables. Although not shown here, 

there were also sex differences in the pattern 
for the aged. While these variations in the 

general pattern of higher rates for self- respond- 
ents are interesting in and of themselves, an 

indepth analysis of these variations are not 
essential to the main purpose of this paper. 

What can be inferred from these data? The 
three most obvious hypotheses that can be 
developed to account for these differences are 

1. These differences are due to different 
degrees of error in reporting by proxy as 
compared to self- respondents. 

2. These differences are due to differences 
within these two population groups and, 
therefore, reflect true differences 

and not reporting error. 

3. These differences are due to a combi- 
nation of both factors, reporting 
error and the select nature of the 
population groups involved. 
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The possibility that true differences exist 
between self- respondents and persons for whom 
data is obtained from another family member can 
be elaborated further. Whether data is gathered 
from a self or proxy respondent depends on 
whether or not the subject is available at the 
time of that interview. However, the person's 
availability may well be a consequence of his 
health status. Since most of the interviews are 
conducted during the work week and within the 
daylight hours, a person who might otherwise be 
expected to be at work or away from home for 
other activities but who is at home at the time 
of interview might well have a health problem 
and can conceivably inflate these health statis- 
tics for the self- respondent groups. The observ- 
ed higher rates for persons over 65 for whom 
data were obtained by proxy could be explained by 
the fact that when these older persons are ill 
they are more likely to be bed - ridden or hospi- 
talized and, therefore, data must be obtained by 
proxy. 

To know how much of the differences in the rates 
for these health indices are due to reporting 
error as compared to true population differences, . 
the following questions must be answered: First, 
what would be the rates of these selected health 
indices for persons responded for by proxy if 
they had responded for themselves? If this 
question is answered adequately, it is necessary 
to know how much of these differences in health 
indices are due to the use of proxy respondents 
and how much of these are due to differences 
in health characteristics between the persons at 
home and those not at home at the time of the 
interview. 

If the difference in reporting bias between self 
and proxy respondents is significantly large, 
there would be a second question to be answered. 
Is the proxy respondent's relationship to the 
person for whom he is responding an important 
factor in these differences? Are there certain 
groups of respondents that can more adequately 
respond for another family member? For example, 
is a woman responding for her husband a better 
respondent than a woman responding for her 
father -in -law? 

A third question that this study was designed to 
answer is how much will a change in the respond- 
ent rules cost, both in. terms of dollars and 
other factors such as the nonresponse rate? 

Finally, there is one important question this 
study will not answer, that is, "What type of 

respondent reports the most accurate informa- 
tion?" We would need to tie the present study to 
health records in order to determine the accu- 
racy of reporting. 

The remainder of this paper will describe the 

study design. During the second quarter of the 

1972 data collection year, 6 of the 13 weeks 
were selected for the use of special respondent 
rules. Under the regular respondent rules, any 
responsible adult can respond for another related 
household member. 



During the 6 wèeks of the test, interviewers 
were instructed to follow their regular schedule 
in making their initial contact at a household. 
They then determined which adults were at home 
and obtained information from them as a self - 
respondent. Appointments were made to return 
and interview as self- respondents all adults not 
home at the time of the initial interview. How- 
ever, a special notation was made to indicate 
that these persons would have been responded for 
by proxy under the normal survey rules. Thus, 
under the regular rules we have persons respond- 
ed for by self and proxy determined by whoever 
is at home, while under the special rules we 
have all self- respondents, but some who would 
normally have been responded for by proxy under 
the old rules. If it was impossible to obtain 
a self - interview, rather than lose information, 
data were obtained by proxy, but this residual 
group will be deleted from the major analysis. 

Table 6 further illustrates the study design and 
the proposed analysis plans. 

The first two columns represent respondent status 
under the usual respondent rules. Column 3 
represents those adults at home at the time of 
the initial interview. They would have been 
self -respondents under the usual procedure and 
will also be self- respondents under the experi- 
mental procedure. Column 4 represents those 
adults who were not at home during the initial 
interview and, therefore, would have been 
responded for by proxy under the usual procedure 
but will be interviewed for themselves during 
the experimental procedure. 

This table illustrates how the various hypoth- 

eses discussed above can be tested. If the 

earlier observed differences between self and 
proxy respondents resulted entirely from report- 

ing error, then Column 4 would approximate 
Column 1 and 3 and Column 4 would be greater 
than Column 2. If the different rates reflect 
true differences in the two groups, then Column 
4 would approximate Column 2 and be less than 
Columns 1 and 3. If, however, both these 
factors account for the different rates, which 
is probably the case, then the effect of each 
can be calculated. Column 4 minus Column 2 
'represent the difference due to reporting and 
Column 3 minus Column 4 would represent the 
difference due to population difference. If a 

significant part of these self -proxy differences 
are a result of reporting error on the part of 
proxy respondents, it is necessary to determine 
if certain types of proxy respondents report 
more adequately than others. For this analysis 
the proxy columns (2) and (4) will be divided 
into spouse and other respondents. 

What are the implications of this study? In 
terms of the Health Interview Survey, the first 

benefit that can be derived from this study is 
a much better understanding of how the national 
statistics are being affected by the utilization 
of the present respondent rules. Régardless of 

whether any changes are made in the respondent 
rules, this knowledge would greatly benefit all 
future analysis of Health Interview Survey sta- 
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tistics. If it is found that the self -proxy 

differences are primarily the result of true 

population differences, then probably no change 

in the respondent rules would be necessary. 

If, however, it is found that the present respond. 

ent rules create a very significant bias in the 

statistical product, alternative procedures must 

be developed. These procedures could include 

being more discriminating in who can be a proxy 

respondent or a decision that only self- respond- 
ents are permissible. If the latter course of 

action is taken, this could possibly affect the 

entire household interview procedure. For 

example, if a self -respondent procedure is 
adopted it might be necessary to interview only 
a sample of the persons in the assigned house- 

holds rather than all household members as is 

presently done. 
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Table 1. Number of days of restricted activity per person 17 years 
of age and over per year by age and respondent type: 

United States, 1970 

Age of Subject 

Respondent Type 

Total 
Self 

Respondent 
Proxy 

Respondent 

All persons 17+ 

17 -44 years 

45 -64 years 

65+ years 

Number of 

17.2 

12.0 

20.0 

30.7 

days per person 

19.6 

14.4 

23.3 

29.2 

r year 

12.8 

9.0 

14.0 

35.2 

Table 2. Number of days of bed disability per person 17 years of 
age and over per year by age and respondent status: 

United States, 1970 

Age of Subject 

Respondent Type 

Total 
Self 

Respondent 
Proxy 

Respondent 

All persons 17+ 

17 -44 years 

45 -64 years 

65+ years 

Number of days per person per year 

7.0 7.5 6.2 

4.9 

7.5 

13.8 

5.6 

8.5 

10.9 

4.0 

5.8 

23.3 

Table 3. Number of physician visits per person 17 years of age 
and over per year by age and respondent status: 

United States, 1970 

Age of Subject 

Respondent Type 

Total 
Self 

Respondent 
Proxy 

Respondent 

Number of visits per person per year 

All persons 17+ 5.0 5.6 4.0 

17 -44 years 4.6 5.4 3.5 

45 -64 years 5.2 5.6 4.6 

65+ years 6.3 6.3 6.0 
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Table 4. Incidence of acute conditions per person 17 years of age 

and over per year by age and respondent status: 

United States, 1970 

Age of Subject 

Respondent Type 

Total 
Self 

Respondent - 

Proxy 
Respondent 

Number of conditions per pe son per year 

All persons 17+ 1.6 1.7 1.5 

17 -44 years 1.9 2.1 1.7 

45 -64 years 1.3 1.4 1.1 

65+ years 1.0 1.1 0.9 

Table 5. Number of discharges from short -stay hospitals per 
100 parsons 17 years of age and over per year by 
age and respondent status: .United States 1970 

Age of Subject 

Respondent Type 

Total 
Self 

Respondent 
Proxy 

Respondent 

Number of discharges 
per 100 persons per year 

All persons 17+ 16.5 19.6 11.6 

17 -44 years 15.7 20.7 9.3 

45 -64 years 14.7 15.9 12.6 

65+ years 23.4 23.1 24.4 

Table 6. Example of the type of table format that can be used to analyze the findings 
from the Respondent Rules Study 

Health Indice 

Present Respondent Rule 
Procedure 

Experimental Respondent 
Rule Procedure 

Self Proxy 
Self 
Self 

Proxy 
Self 

(1) (2) (3) (4) 

HO1: Self -proxy differencesentirely due to reporting 
bias 
Then: Col. (4) should equal Cols.(1) and (3) 

Col. (4) should be greater than Col. (2) 

Self -proxy differences entirely due to popula- 
tion differences 
Then: Col. (4) should equal Col. (2) 

Col. (4) should be less than 
Cols. (1) and (3) 

HO3: Both factors involved 
Then: Col. (4) minus Col. (2) should equal 

the difference due to reporting 

Col. (3) minus Col. (4) should equal 
the true differences in population 
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EMPLOYMENT PROFILES OF SELECTED LOW-INCOME AREAS, 1970 

Harvey R. Hamel, Bureau of Labor Statistics 

For many years, researchers, policy makers, 
and program administrators have been trying to 

deal with the many and diverse manpower problems 
in low- income areas of our major cities without 
having adequate information on exactly what 
these problems were and how widespread or serious 
they were. A demand for comprehensive, timely, 
and accurate information necessary to deal with 
these problems has come from State and local 
governments, universities, private research 
organizations and others. This demand has been 
somewhat satisfied by several and Census 
Bureau efforts completed in recent years. 

Some early urban area surveys were conducted 
by the Department of Labor in November 1966 in 8 
cities. This was followed by several methodolo- 
gical and experiemental surveys in 1967, and by 

the Urban Employment Survey (UES) from 1968 to 
1970, covering the poverty areas of 6 major 
cities -- Atlanta, Chicago, Detroit, Houston, 
Los Angeles and New York City. The findings and 

results of the UES demonstrated that it was 
possible to collect detailed and extensive socio- 
economic data in low- income areas. In view of 
the need for these same kind of data for a great 
many more areas, plans were made to conduct the 
Census Employment Survey (CES) by tying it into 
the 1970 Decennial Census. However, the survey 
was conducted separately from the Census as it 
would have been impossible to include on the 
Census questionnaire the detailed information in 
the fields of labor, housing, education, income 
and other subject areas which were needed. 

The data were collected in low- income areas 
of 51 cities, 7 rural areas and one Indian reser- 
vation. Interviewing began in some areas in 
August 1970 and was completed for the last area 
in March 1971. Survey results in the form of 
statistical reports were published by the Census 
Bureau in series PHC(3) of the 1970 Census 
reports. All of the 76 separate reports in the 
series are now available from the Census Bureau 
in Washington and its field offices. 

The purpose of this'paper is to examine each 
of the major subject matter areas on which infor- 
mation was obtained in the CES. It focuses on 
reasons why information on specific subjects was 
collected, how the findings are presented, and 

notes particularly interesting and useful mea- 
sures which have been tabulated. Specific areas 

for possible analysis by those with responsibil- 
ities for the application and use of the data 
are also pointed out. The paper also includes 
information on potentially significant data which 

was collected but not tabulated in the CES re- 
ports. These unpublished data, which are avail- 
able through special arrangement with the Census 
Bureau, vary in amount from one subject area to 
another and, in some cases, are a substantial 
part of the overall findings on a particular 
subject. 
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Demographic and Social Characteristics 
The examination of the CES begins with the 

most basic information on the group being sur- 
veyed -- their personal and social characteris- 
tics. The Census Employment Survey provides 
essentially the same detailed information on 
demographic and social characteristics for 
residents of the selected low- income areas as is 
available for the total United States, individual 
States, SMSA's and cities from the Decennial 
Census and the Current Population Survey. Demo- 
graphic or personal characteristics are essential 
for a complete profile of any group of persons 
being studied. They serve as a framework to a 
fuller understanding of the comprehensive employ- 
ment related subject matter on which the survey 
is focused. Available from this survey are de- 
tailed data on age, sex, school status, veteran 
status, race and ethnic origin, marital status, 

family size and household composition. 
CIS data for many of the subject matter char- 

acteristics are published with data disaggrega- 
tions for particular age groups; this includes 
such age breaks as 16 -19, 16 -21, 20 -24, and 10 
year breaks for persons 25 years and over, with 
the amount of detail varying by table. The de- 
tailed age categories allow for a greater degree 
of flexibility in the application of the survey 
data as labor force and related characteristics 
of men and women in various age groups differ 
significantly. For example, labor force parti- 
cipation rates (the proportion of the population 
in the labor force) vary sharply by age and sex. 

Men 35 to 44 years usually represent maximum 
labor force participation and are apt to hold or 
seek full -time jobs. In contrast, because of 
family responsibilities, labor force participa- 
tion of women in that as well as other age groups 
is significantly lower than that of men, and 

women workers are more likely than men to hold or 
seek part -time jobs. Trends show however, that 

during the 1960's, an increasing proportion of 
women entered the work force to supplement family 
income and for other reasons, an occurence which 
has narrowed the gap in participation rates for 
men and women. 

Separate figures for Vietnam veterans 22 to 34 
years old are presented on a number of tables. 

The fact that many returning veterans have had 
serious difficulties in locating a satisfactory 

job is of great concern at all levels of govern- 
ment -- national, State, and local. The cross - 

classification of employment status of veterans 
by other detailed characteristics should shed 
some light on whether the problems of veterans 

living in the low - income areas are principally 
the result of lack of civilian skills, lack of 

previous civilian work experience, and /or low 
educational attainment. 

Detailed information on race and ethnic origin 

is included on each table in the CIS reports in 

order to better focus on the particular problems 

of minority -group residents in the poverty areas. 

There is a particular need for information on the 



employment and other characteristics of low- 
income area residents with diverse racial and 

national origin backgrounds. Because of differ- 
ences in customs, language barriers, low educa- 
tional attainment, lack of skills, recent migra- 
tion into the area, discrimination, or other 
factors, members of minority groups are more 
likely to have employment problems than their 
non -minority neighbors. The data will enable 
the user to determine the extent of and reasons 
for these differences among racial groups in par- 
ticular low- income areas. 

The extent of the race and ethnic origin de- 
tail presented in individual CES reports depends 
directly on the relative make -up of the popula- 
tion in each area. Detail is presented separate- 
ly for the total area population, the majority 
and for the largest minority race and ethnic 
groupings in some combination of the following -- 
Negro, white, white Spanish - American, other white, 
and /or other races. The summary tables (A 

through N) include information on any three of 
the above race or ethnic groups which comprise 
at least 5 percent of the population while the 
detailed tables, (1 through 54) present separate 
data on those groups which make -up at least 20 
percent of the population. In addition, there 
is a special report on the combined New York City 
low -income area presenting information on the 
Puerto Rican and the non -Puerto Rican population. 
Education and Training 

The demand for higher educational and skill 
requirements to fill most of the new job oppor- 
tunities in the economy has been rising rapidly. 
Moreover, in most existing occupations, there has 
been an increasing demand for workers with more 
education and training. Educational attainment 
classifies persons by years of schooling com- 
pleted in "regular" schools, which include 
graded public, private, and parochial schools, 
whether day schools or night schools. Detailed 
data on educational attainment in the CBS poverty 
areas provide the opportunity to analyse the 

relationship between levels of schooling and 

its association with other important socio- 
economic indicators, including labor force 
status, earnings, job training, and annual 

income. 
Also relating to the question of how people 

prepare themselves for jobs, is information on 
the extent and sources of formal job training 
programs completed by law -income area residents. 
Along with educational attainment, this infor- 
mation was collected in order to help determine 
the relationship between job preparation and job 
success. For the purpose of this survey, job 
training includes completion of any formal job 
training program in a high school, trade school 
or junior college, the Armed Forces, or appren- 
ticeship programs. it also includes training 
programs operated under the Manpower Development 
and Training Act, the Neighborhood Youth Corps, 
and other special manpower programs. Job success 
is measured by current occupational status and 
hourly earnings of employed persons -- both those 
who have and those who have not completed train- 
ing programs. For example, data is available on 
the occupational distribution and average hourly 
earnings of both high school and non -high school 
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graduates who either did or did not complete job 
training programs. The information is tabulated 
according to whether the training was completed 
prior to or since January 1961 in order to focus 
principally on "recent" job training experience 
(.that completed since January 1961) which is 
assumed to be more closely related to current 
work activity than training completed more than 
ten years ago. 

Most of the data obtained on job training is 
published in the reports. However, an im- 
portant survey question, results of which might 
bear upon the efficacy or success of job training 
pro -- "have you ever used any of this training 
on any of your jobs" -- vas not tabulated. These 
unpublished data would indicate the frequency of 
use of each source of job training by current 
occupation of the training recipient and by 
other variables. This would help in measuring 
the impact of training programs completed by 
area residents and could be of major assistance 
to policy makers and program administrators in 
the design and operation of both skill develop- 
ment and supportive training programs. 
Employment and tabor Force Status 

Current employment status is perhaps the most 
widely used and quoted manpower measure. The 
proportion of the population in the labor force 
(labor force participation rate), the number of 
employed and unemployed persona, and the unem- 
ployment rate provide quick measures of the 
economic well -being of residents of any area. 

They can be particularly useful in pointing to 
the differences in employment success between 
residents of poverty areas and that of the gene- 
ral population. 

The contains unusually detailed data upon 
which a profile of the unemployed in the poverty 
areas can be established. This includes separate 
information on those who are looking for full - 
time employment and those who want a part -time 
job. It also includes a number of other impor- 
tant variables such as duration of unemployment, 
the reasons for unemployment (lost last job, 
left last job, and new entrants or reentrant. to 
the labor force) problems in finding a job, 
methods of seeking work, availability of trans- 
portation, extent of unemployment for part -year 
workers, and main reasons for less than full - 
year work. Since most of these variables are 
cross -classified by other important characteris- 
tics, the data will identify whether lack of 
appropriate education, experience or skill, or 
other factors are the most serious problems for 
unemployed persons living in these areas. The 
data should be of assistance in the planning of 
programs to aid the unemployed in their job 
search. 

In using the CES data, one objective of the 
analyst might be to provide a measure of the 
number of additional jobs needed to absorb the 
unemployed in poverty areas. Another objective 
might be to measure the number of jobs needed 
to insure full -time employment for the component 
most easily discernible as underemployed -- those 
on part time for economic reasons. The addition- 
al jobs needed for residents of the poverty areas 
must be linked to available or potential worker 
skills before fully or partially unemployed 



workers can be matched with job vacancies, or the 
demand for workers in the area. 

Since the skill level of the worker is closely 
aligned with his occupation, an analysis of both 
the occupational structure and the educational, 
earnings, and other characteristics of workers in 
each occupational group is essential to obtain a 
comprehensive picture of the unemployed, the un- 
deremployed, and the full -time employed. For 
poverty areas such as those surveyed in the CES 
where low -skill levels contribute heavily to the 
employment problems and low earnings of area 
residents, occupational data are of primary im- 
portance. For this reason, specific focus in the 

CES was aimed at the occupational composition 
of the work force. 

Three of the CES tables present data for sub- 
divisions commonly referred to as "detailed 
occupation groups" for current job, first regu- 
lar full -time job, and longest job since leaving 
school. These data should be of primary interest 
in the analysis of worker skills available to the 

community. On the remaining CES occupational 
tables, major occupation group data are cross - 
classified by several important variables which 
should add considerably to knowledge of charac- 
teristics of workers at general levels of skill. 

Information on possible occupational upgrading 
is also presented by a cross- tabulation of occu- 
pation of current job with occupation of longest 
job. 

Problems Affecting Jobholding and Jobseeking; 
Desire for Work Among Persons Not in the Labor 
Force 

Because of interest in information on barriers 
to satisfactory employment faced by low- income 
area residents, the CES obtained specific data on 
the problems or responsibilities that prevent or 
affect jobholding or jobseeking and on the desire 
to work of persons outside the labor force. This 
information is central to the purposes of the 

CES. Hopefully, it will assist in the design of 
effective manpower programs to alleviate these 
problems and enable low- income persons to find 
and keep good jobs. 

The list of specific problems or responsibili- 
ties keeping some low- income area workers from 
searching for or from finding or holding a good 
job is quite extensive. The specific reasons 
identified in the CES included several catego- 

ries. Family responsibilities; health problems; 
lack of experience, skills, or education; and 

employers think too young or too old were tabu- 
lated for employed and unemployed persons as 

well as those not in the labor force. In addi- 

tion to these four categories, persons not in the 
labor force were also classified as to whether 
their nonparticipation status was due to one of 
the following reasons: transportation problems, 
looked but couldn't find work, or retirement. 

Each problem category may include a variety 
of aspects. Family responsibilities might be 
housekeeping duties, care of children or care of 
sick relatives. Health problems include general 
poor health, physical handicaps, specific ill- 
ness, and other disabilities. Persons indicat- 
ing lack of experience, education and skill 

include those who are unable to find jobs because 
of limited education, experience or skills. 
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Those who indicated that employers thought they 
were too young or too old consist of those too 
young to get work permits, as well as those who 
have been refused a job because either the job 
requires someone more "mature" or someone young- 
er who can be expected to remain on the job for 
a longer time. 

Among the additional reasons identified for 
those not in the labor force, the retirement 
category includes persons who report old age as 
their reason for not looking for work or wanting 
a job. It consists of persons who think of them- 
selves as beyond working age, as contrasted to 

those who report that employers regard them as 
too old to work. Transportation problems include 
poor or non -existent public transportation or no 
car or other private transportation being avail- 
able. The category looked but couldn't find work 
is for an individual who is not presently look- 
ing for work because he had looked unsuccessfully 
at a previous time. The presumption here is that 
he believes that there are still no jobs avail- 
able for him, so he is not bothering to look. 

A great deal of attention has recently been 
focused on "discouraged workers" -- persons not 
in the labor force who want a job but are not 
looking because they think they cannot get work. 
In the CES, a count of these persons could in- 
clude persons whose primary reason for not seek- 
ing work was one of the following: they pre- 

viously had looked but couldn't find work; 
employers thought them to be too young or too 
old; they lacked necessary skills, experience, or 
education; or they had transportation problems 
preventing them from getting to a job. 

For persons out of the labor force, informa- 
tion also was obtained and published on the 
extent of desire for a job in addition to the 

information on reasons for not seeking work. 
Persona classified as employed or unemployed may 
be assumed to have some desire for a job -- they 
are either actually working or actively seeking 
work. Thus, any reason they perceive as preven- 
ting them from finding a job or getting a better 
one may be considered a barrier to satisfactory 
employment. On the other hand, persons not in 
the labor force may or may not want to work and 
any attempt to gather and evaluate information 
on reasons for their nonparticipation must first 
ascertain their desire for work and degree of 
labor force attachment. Those who indicate a 
desire for a job and who identify specific 
reasons for not looking for work also may be 
considered as facing a barrier to satisfactory 
employment. 

Thus, in terms of desire for a job, the CES 
classifies persons not in the labor force as 

follows: those who want a job now, those who 
may want a job, those who would want a job if it 
weren't for their problem or responsibility, and 

those who do not want a job. Nonparticipants 
were first asked if they wanted a job. Those 
who wanted or might have wanted a job were asked 
for their reasons for not seeking work, the re- 
mainder were asked why they did not want to work. 
If a member of the latter group indicated a 
specific reason for not wanting a job, he was 
asked if he would want a job if it were not for 
the specific problem or responsibility keeping 



him out of the labor force. 

Additional data for some of the problem cate- 
gories faced by both workers and potential work- 
ers were collected but not published. For per- 
sons with health problems, the specific illness 
or disability and its duration were also obtained 
from the respondent. Persons indicating that 
their family responsibilities included child 
care were asked additional questions about their 
problems in arranging for the care of their 
children during work hours and specifically for 
their attitudes toward child care centers. Per- 
sons indicating a lack of skill, education or 
experience were asked about their interest in 
returning to school for additional training. In 
addition, persons not in the labor force because 
they looked but couldn't find work were asked a 
series of questions about the jobseeking methods 
which they used and the job training programe 
which they might have taken. 
Work Experience 

In addition to the wealth of information on 
the current employment status of poverty area 
residents, the CES collected some important 
data on their employment experience over the 12 
months prior to the survey week. These data are 
conceptually the same as those collected annually 
for the Nation as a whole in the March supplement 
to the Current Population Survey and published 
by the Bureau of Labor Statistics in its Special 
Labor Force Report series. 

Work experience data provide a more comprehen- 
sive insight into the overall employment experi- 
ence of workers by obtaining information on the 
number of weeks a person was employed or unem- 
ployed during the entire year rather than his 
status as of the survey week, which may or may 
not be typical of his usual status. Thus, the 

work experience data provide a more useful tool 
for indicating patterns of labor force partici- 
pation by measuring the components of both 
stability (the proportion of year -round workers) 
and of movement (part -year workers). 

The work experience data are particularly use- 
ful for an analysis of the employment situation 
of persons likely to have multiple employment 
problems, such as residents of low- income areas. 
The year -long concept permits the development of 
measures that supplement the more often used in- 
formation on employment and unemployment at a 
point in time. For example, it provides infor- 
mation on the number of persons who were success- 
ful in obtaining only intermittent or part -year 
employment, the number working year -round full - 
time, but earning low wages; the number who ex- 
perienced several spells of unemployment during 
the year; and other measures of the lack of em- 
ployment success. 

Most of the work -experience data are publish- 
ed in the CES reports. However, there are some 
non - tabulated data relating to the work history 
of the population that would shed additional 
light on the extent of unemployment during the 
year among two specific worker groups. The first 
group is those persons who unsuccessfully looked 
for work during the year but never worked. In 
addition, data are not shown on the number of 
year -round workers who could have been unemploy- 
1 or 2 weeks during the year. Although part -year 
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workers make up the vast majority of the unem- 
ployed over the year, the missing data would pro- 
vide a complete measure of the extent of unem- 
ployment among the low- income area population. 

Principal Jobseeking Methods 
One of the reasons sometimes cited for the 

lack of success that workers in low- income areas 
have in finding jobs or getting better ones is 
that they have a limited knowledge of the avail- 
able job opportunities, and their job search 
techniques are inefficient. How do poverty area 
residents seek jobs? Do they generally use for- 
mal or informal means? Do methods differ sub- 
stantially among occupational groups? In order 
to shed some light on these questions, the CES 
provides information on the principal job seek- 
ing methods used by workers who looked for a job 
during the previous 12 months cross -tabulated by 
occupation, industry and spells of unemployment. 

Most of the information obtained on jobseeking 
methods is published in the CES reports. How- 
ever, the data were tabulated only for the prin- 
cipal method of job search used by part -year 
workers. In addition, information from the 
question -- "Which way of looking for work got 
you your present (or most recent) job ?" was 

not tabulated. The collation of these data 
would permit a much better measure of the impact 
of effectiveness of the various jobseeking 
activities and could provide valuable information 
for the planning and structuring of employment 
programs aimed at more effective matching of 
job seekers with available jobs. 
Transportation 

The absence of quick, inexpensive, and ade- 
quate transportation to the workplace, particu- 
larly those located in the fast growing job 
markets outside central cities, can be a major 
barrier to the finding and holding of good jobs 
by inner city residents and may create a sense of 
isolation from socio- economic opportunities. 
More important, it can perpetuate the marginal 
existence of low- income area residents of inner 
cities by exacting daily transportation costs 
(in terms of time and money) large enough to 
make working at a regular job not a viable way 
out of poverty conditions. The CES tabulations 
relating to transportation provide information 
on the usual place of work, method and cost of 
transportation, and time required to get to work 
for the employed and the availability of trans- 
portation to work for unemployed poverty area 
residents. The interrelationship of these data 
with several key variables should answer many 
questions about the commuting problems of inner 
city residents, particularly those who must daily 
go to jobs outside the city. Hopefully, they 
will permit a clearer basis for policy decisions 
in this area. 

Most of the data collected on transportation 
characteristics is published in the CES reports. 
However, information was collected, but not pub- 
lished, from the following question asked of 
employed workers: "What time do you usually get 
to work" and "Do you use any other way at least 
once a week ?" In addition, responses to ques- 
tions on the place unemployed workers usually 
went to look for work and the time required and 
cost of transportation used to get there have not 
been tabulated. Collation of these data would 



allow a fuller profile of the transportation to 
work characteristics, patterns and problems of 
low- income area workers. 

Earnings and Income 
The CES reports include an abundance of data 

on both the earnings and income of low- income 
area families. Earnings and income data are 
among the most connotative indicators of the 
well -being of workers and their families. The 
data reflect the labor force status of the popu- 
lation and often are direct measures of employ- 
ment problems; they are particularly useful in 
measuring the employment difficulties of low - 
income area residents. For example, high hourly 
or weekly pay coupled with low annual earnings 
indicate the incidence of part -year or part -time 
employment (or both). Data on annual earnings 
below poverty levels for full -time year -round 
work provide still another measure of lack of 
employment success. Other revealing measures 
are the percent of families below the poverty 
level by source of income or occupation of the 
family head, and levels of family income by 
number of family earners. 

When coupled with the large number of demo- 
graphic and employment variables tabulated in 
the CES reports, the earnings and income data 
provide a quite comprehensive economic profile 
of the survey area worker and his family. They 
are also useful as a measure of the well -being of 
persona and families living in the target areas 

compared to those living in the Nation as a whole. 
The annual income data are quite diverse and 

cross - tabulated with a number of important vari- 
ables. In addition, most of the income tables 
include information on the number and percent of 
persons and families below the poverty line. The 
data on annual income and poverty level are tabu- 
lated by size of family, number of children under 
18 years, fixed monthly expenses, monthly charges 
for mortgages, rent, and utilities, age and 
education of family head, age and education of 
unrelated individual, number of earners and 
nonearners, source of income, detailed source of 
income (without poverty level information), work 
experience of family head in last 12 months, and 
major occupation group of family head's longest 
job in last 12 months. 
Lowest Acceptable Weekly Pay 

One subject matter for which little informa- 
tion is available for the general population or 
for persons living in specific areas is that of 
the lowest pay acceptable to persons when they 
were looking for work. One well -known hypothesis 
which has been advanced to explain why the unem- 
ployed, particularly jobless youth, are un- 
successful in the job search is that their wage 
expectations are unrealistic, that is, they are 
not willing to accept the prevailing wage for 
the type of job which is available to them. In- 

formation is available in the CES reports on the 
lowest weekly pay acceptable to persons who look- 
ed for work at any time during a 12 month period 
prior to the survey. This information is pre- 
sented in extensive detail by age and sex, family 
status, educational attainment, major occupation 
and industry group, and duration of unemployment 
of part -year workers. The lowest acceptable 
pay data could be evaluated in conjunction 
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with actual weekly earnings data from the survey. 
Together these data would provide an indication 
of whether low- income and workers in these cities 
have unrealistic wage demands, or whether they 
expect realistic pay, consistent with prevailing 
local wage rates. 
Mobility and Migration Patterns 

The CES provides important information on 
mobility and migration of poverty area resi- 
dents. One of the most significant factors 
affecting the job market in large American 
cities in recent years has been the migration 
of large population groups. The exodus of 
Negroes from the rural South to large northern 
cities, the large number of Puerto Ricans moving 
from Puerto Rico to New York City and other 
eastern cities, the migration of Cuban residents 
to cities in Florida, and the movement of 
Mexican residents to many southwestern and 
western U. S. cities are examples of this pat- 
tern. Unfortunately, little is known about the 
condition of the newly arrived compared to that 
of the long -time resident. 

It is necessary to seek the answers to a 
number of questions concerning the residents of 
these areas. For example, who are the people 
living in the Nation's low- income areas? Are 
the majority of the residents members of a 
particular ethnic group? Where did these resi- 
dents come from? Are those who have been life- 
time residents of the area better off than the 
newcomers? Are those who were born in farm or 
rural areas as well off as those who were born 
in the city in which they now reside? Are new- 
comers to the area younger than longtime resi- 
dents? Is educational attainment higher for 
residents born in the area than it is for 
migrants? Substantive answers to these questions 
should indicate more clearly the direction that 
programs and action should take in order to 
solve the employment, income and related problems 
of the residents of these areas. The CES pro- 
vides information relative to several of these 
questions based on place of birth and place of 
residence 5 years ago cross - tabulated by annual 
income, size and composition of family, and 
educational attainment of family head. 

Additional information on residential mobility 
was collected but not included in the CES 
reports. These data include the number of years 
the respondent has lived at his present address, 
how many times he moved during the last year, 
where he lived at age 16, and how many years (in 
detail) he has lived within his present city 
limits. 

The CES reports contain a substantial amount 
of detailed data on these as well as other sub- 
ject matter characteristics. The data are pre- 
sented in each urban area report according to the 

formats described in this paper. However, there 

are several differences in the subject matter 
content of the rural area surveys. Thus, many 
statements in this paper do not apply to the CES 
rural area data. 

Although the Census Employment Survey will 
obviously not answer all our questions concern- 
ing the complex socio- economic problems of low - 
income area residents, it does provide more 



information for more specific areas than was pre- 
viously available. When viewed and used to- 

gether with other survey data such as that from 
the Decennial Census and the Current Population 
Survey, it will hopefully help all of us to at 
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least better understand the extent and kinds of 
employment difficulties faced by a large number 
of our fellow citizens. Once those problems are 
accurately measured however, there still remains 
the infinitely difficult job of solving them. 
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I. Introduction 

In this paper I shall present some prelimi- 
nary findings from a continuing research project 
at the Census Bureau on the distribution of tax- 
es. In past studies, we have presented esti- 
mates of the average amount of various taxes 
paid by families and unrelated individua s in 
each adjusted total money income class./ How- 

ever, more work is needed to disaggregate and 
prepare estimates for various subgroups of the 
population. For example, how much tax is paid 
by people with "low income," or those over 65 
years old? 

In order to fulfill this need we have been de- 
veloping a simulation procedure wherein we 
could simulate the amount of tax paid by each 
person or household covered in the Current Pop- 
ulation Survey (CPS). Thus far we have simu- 
lated information for only the Federal income 
tax and the Personal Contributions for Social 
Security. While I had hoped to present some es- 
timates of these taxes by race, age, and "low 
income" status, these estimates are not yet fin- 
ished. We have however, completed some esti- 
mates of these taxes by household and family 
status. The next section of this paper will 
discuss the simulation methodology. This will 
be followed by a summary evaluation of the pro- 
cedure. In the final section, a brief discus- 
sion some of the results based on income for 
1968 will be presented. 

II. Methodology 

A. Income Tax 

Determination of Adjusted Gross Income 

Although it is not possible to estimate, with 
precision, the Internal Revenue Service (IRS) 
concept of Adjusted Gross Income (AGI) from the 
money income information reported in the CPS, 
our approximation of their concept is believed 
to be sufficient for most purposes. This ap- 
proximation of AGI will be referred to in this 
paper as "AGY ". To approximate AGI, the fol- 
lowing transfer payments were subtracted from 
Total Money Income (TMY): (1) Social Security 
and Railroad Retirement payments, (2) Public 
Assistance or Welfare, (3) Veterans'benefits, 
(4) Unemployment Compensation, (5) Money Work- 
men's Compensation, and (6) Government Employee 
Pensions. Although the last item should not 
have been excluded, it was reported in total 
money income with other transfers and thus had 
to be removed with them. The most serious 
faults of AGY as an approximation of AGI is in 
the underreporting and nonreporting of property 
income (i.e. interest, dividends, and net rent) 
in the CPS, and the fact that AGY does not in- 
clude any "income" from capital gains. In ad- 
dition, it is not possible to code in the CPS, 
an amount for an individual type of income in 
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excess of $99,999. Although these shortcomings 
of the CPS permeate throughout the income dis- 
tribution, they only become serious (for our 
purpose) at the higher income levels. 

Determination of Filing Status and Type of Return 

For each potential filing unit (a filing unit 
consists of either a married couple or a person), 
a series of tests was performed to determine 
their filing status. It was assumed that any 
potential filing unit whose AGY was greater than 
the legal limit required for filing in 1968 would 
file a return. The legal limits were $1,200 for 
a married couple in which both the husband and 
wife were under 65 years of age, $1,800 if either 
husband or wife (but not both) was 65 years or 
over, and $2,400 if both husband and wife were 
65 years or over. 

All other persons were assumed to be filers if 
they were less than 65 years old and had AGY of 
more than $600 or were 65 years or over and had 
AGY of more than $1,200. In addition, any po- 
tential filing unit which failed to meet the 

above test, but which received wage and salary 
income during the year was assumed to file a 
return to get its withholdings refunded. 

To determine the type of return filed for each 
filing unit we made the following assumptions: 

1) Family head returns: 

a) Married Couples. --all married cou- 
ples were assumed to file joint 
returns. 

b) Qualified Heads. --these returns, 
which approximate IRS's "Heads of 
Household" and "Surviving Spouse" 
returns, were for heads of other 
than husband -wife families who met 
the qualification test. To qual- 
ify, the head's TMY had to be 
greater than the sum of the TMY of 
all other family members. All who 
qualified were assumed to file 
"Heads of Household" returns. 

c) Nonoualifying Heads. -- returns of 
heads of other than husband -wife 
families who failed to meet the 
above qualification test. These 

persons were assumed to have filed 
"Single person not head of house- 
hold or surviving spouse" returns. 

Determination of Number of Exemptions per Return 

To estimate the number of exemptions on family 
head returns, we used the procedure shown in 

the following flow chart: 
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A family unit can consist of a "primary family," 
including one or more "subfamilies" or a "sec- 
ondary family." A subfamily is a married couple 
with or without children, or one parent with one 
or more single children under 18 years old 
living in a household and related to, but not in- 
cluding the head of the household or his wife. 

members of a subfamily are also members of a 
primary family, the number of subfamilies is not 
included in the number of "families." A "sec- 
ondary family" is similar to a subfamily except 
that the members of the secondary family are not 
related to the primary family members. Since 
subfamily members could be counted as exemptions 
on either a subfamily head's return or on a re- 
turn of the head of the primary family, we begin 
with subfamily members. An exemption is granted 
for the head and additional exemptions are 
granted for a wife and for age (i.e., 65+ years). 
An additional exemption is also granted for other 
subfamily members if they are under 19 years of 
age, or their major activity is a student. In 
addition, if the person fails to qualify as an 
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exemption on the above grounds, they can qualify 
if their AGY is less than $600 and they pass our 
crude "support" test. We assumed financial 
dependency if their TMY is less than $3,500 and 
in addition, their is not greater than the 

of the filing unit spread equally among all 
members of the family. After we have completed 
the process for all subfamily members, the pro- 
cess is repeated for all primary family members 
(including members of any subfamilies). The same 
set of procedures applies to the returns of pri- 
mary and secondary family heads with the exception 
that members of the primary family who are also 
members of a subfamily cannot be counted as exemp- 
tions on the primary family head's return if they 

have already been counted as an exemption on the 

subfamily head's return. 

For all returns other than those for family 
heads, one exemption was granted for the person 
and an additional one was granted if he or she 
was 65 years or over. 



Determination of Deduction, Taxable Income, 
and Tax 

To estimate the deductions (DED), taxable income 
(TY), and income tax (YT), for each return, the 
following procedures were used: 

Assume a return (r) of type (i) having $AGY 
which is in the (jth) AGI interval. 

Then: 

IRS ED 
r IRS AGIij 

x ($AGI)r 

= ($AGY)r - - (EXEMPT)r x ($600) 

IRS x (TY)r 

Where: 
r = type of return, i.e. 

1. Joint return, head less than 65 years 
old. 

2. Joint return, head 65 years or over. 
3. Head of Household return. 
4. Return of Single persons (not H. of H. 

or S.S.), less than 65 years 
5. Return of Single persons (not H. of H. 

or S.S.), 65 years or over. 

B. Social Security Contributions 

For all persons who were estimated to 
be covered under the Social Security programs, we 
assessed a "contribution" of 4.4 percent of the 
first $7,800 of their wage and salary earnings 

and 6.4 percent of the first $7,800 of their 
self -employment earnings. However, if a person 
received both wage or salary and self -employment 
earnings, the contribution was limited to a 
maximum of 6.4 percent of the first $7,800 of 
their total earnings. 

All persons receiving wage and salary income 
were assumed to be "covered" with the exception 
of those whose occupation of longest job was a 
government worker, a farm laborer, or a domestic. 
Since only a portion of the people in these 
occupations were covered, a probability algo- 
rithm was used to assign "covered" status. The 

proportion for each occupation which was covered 
was estimated from unpublished Social Security 

administrative data. 

All persons whose class -of- worker of longest job 
was self -employed in agriculture or nonagricul- 
tural industries and who has $400 or more in net 

self -employment earnings were assumed to be 

covered. Actually, there are other options open 

to farmers allowing them to be covered even if 

they have less than $400 in net earnings, but we 

did not hàve sufficient information available in 

the CPS to allow for these options. 

III. Summary Evaluation of the Simulation 
Procedure 

Although many of our procedures only 

roughly approximated IRS concepts, the overall 

results appear to be adequate when compared with 
published IRS statistics. For example, in Table 

1, the CPS estimated number of filing units, by 

type of return are compared with those reported 

by IRS. 

Table 1.-- Comparison of CPS Estimated Number of Filing Units Filing Each 
Type of Return With Those Reported by IRS for 1968 

(In millions) 

CPS IRS 

Potential 
Filing Unit 
Description Total 

Estimated 
Filers 

Family Heads 51.4 46.1 
Married Couples 44.3 41.1 

Qualified Heads 4.5 3.5 

Nonqualifying Headsl 2.6 1.5 
Other Persons (14 +) 
Family 32.8 18.4 29.2 

Unrelated Individuals 13.8 9.4 

Filers 
Filing Unit 
Description 

NA 

42.7 Joint Returns + of Separate 
Returns of Husband and Wives 

2.6 Returns of Head of Household 
or Surviving Spouse 

27.0 Returns of Single Persons not 
Head of Household or Surviving 
Spouse 

Total 98.1 73.9 72.3 Total 

Includes primary, secondary, and subfamily heads. 

NA Not Available 
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Of the 51.4 million family heads (counting sub- 
family heads as the head of a family), it was 
estimated that 46.1 million were filers. Married 
couple filers accounted for about 41.1 million of 
these; correspondingly, IRS shows about 42.7 mil- 
lion husband and wife filing units. Of the re- 
maining 5 million family head returns, we esti- 
mated that about 3.5 million qualified to be 
taxed at "Head of Household" rates. This is con- 
siderably more than the 2.6 million returns IRS 
shows filing as either "Head of Household" or 
"Surviving Spouse." The remaining returns con- 
sisted of 1.5 million Nonqualifying Head returns, 
18.4 million returns from Other Persons in Fami- 
lies, and 9.4 million Unrelated Individual re- 
turns. These 29.2 million returns were assumed 
to file single person returns. The number of 
"single person" returns according to IRS was 
about 27.0 million returns. Much of the differ- 
ences between these CPS and IRS numbers is be- 
lieved to be accounted for by the way we handle 
the approximately 2 million persona who were mar- 
ried, not separated, but having a spouse who was 
absent. While many of these people might have 
actually filed joint returns to IRS, they are ex- 
cluded from the married couple filing units in 
our procedure. As we had no information regarding 
income or other characteristics of the absent 

spouse, we treated these people as an "other 
family head" or an "other person in families" 
depending on their current living arrangement. 
We suspect that most of those to whom we gave 
filing status, and had children were counted in 
the "Qualified Head" category. If this is true 
it would account for much of the differences from 
the IRS figures for Married Couple and Qualified 
Head returns. 

In Table 2, when we compared the CPS estimated 
number of returns, amount of income tax, and 
mean income tax per return with corresponding IRS 
figures by adjusted gross income intervals, we 
again found that overall, the estimates corre- 
spond reasonably well with those of IRS. The 

major exception to this general conclusion is in 

the CPS returns having more than $50,000 AGY. 
The $50,000 and over interval is seriously defi- 
cient in both numbers of returns and mean AGY and 
thus, in the meant income tax per return. This 

interval accounts for almost all of the differ- 

ences between the CPS aggregate income tax and 
that reported by IRS. This can be seen by com- 
paring the aggregates in the "Total" row with 

those in the "Totalunder $50,000" row. 

Table 2 Comparison of CPS Estimated Number of Returns, Amount of 

Income Tax and Mean Income Tax Per Return by Adjusted Gross 

Income Interval with IRS Data, for 1968. 

CPS 

Adjusted 
Gross 
Income 
Intervals 

Estimated 
Number of 
Returns 

Estimated 
Amount of 
Income Tax 

No. 

Cum. 

No. Amount 
Cum. 

Amount 

mil. mil. 1011.$ bil.$ 

TOTAL 73.9 - $63.7 

1btal Under $50,000 73.9 - 61.8 

Under 1,000 11.4 11.4 0.0 0.0 

1,000 - 1,999 5.8 17.2 0.2 0.2 

2,000 - 2,999 4.6 21.8 0.6 0.9 

3,000 - 3,999 5.2 27.0 1.3 2.2 

4,000 - 4,999 4.9 32.0 1.8 4.0 

5,000 - 5,999 5.1 37.1 2.5 6.5 

6,000 - 6,999 5.1 42.2 3.2 9.7 

7,000 - 7,999 5.2 47.4 4.0 13.7 

8,000 - 8,999 4.5 52.0 4.1 17.8 

9,000 - 9,999 3.9 55.9 4.1 21.9 

10,000 - 14,999 12.2 68.1 18.4 40.2 

15,000 - 19,999 3.5 71.6 8.8 49.0 
20,000 - 24,999 1.1 72.7 4.2 53.2 
25,000 - 50,000 1.2 73.9 8.6 61.8 

50,000 + 73.9 1.9 63.7 

IRS 

Mean 
Income 
Tax per 
Return 

Number 
of 
Returns 

Amount 
of 
Income Tax 

No. 

Cum. 

No. Amount 
Cum. 

Amount 

Mean 
Income 
Return 

dollars 

$ 862 

836 

0 

41 

134 

252 
370 
490 
529 
758 
892 

1,044 
1,509 
2,506 

3,695 
7,428 

28,031 

mil. mil. bil.$ bil.$ dollars 

73.7 76.6 - $1,039 

73.3 - 63.4 864 

7.7 7.7 X X 1 

7.5 15.2 0.4 0.4 

5.9 21.1 0.9 1.2 

5.6 26.7 1.5 2.7 

5.3 31.9 2.0 4.7 

5.0 36.9 2.5 7.3 
5.0 41.9 3.1 10.4 

4.7 46.6 3.7 14.1 

4.6 51.3 4.2 18.3 

4.0 55.3 4.3 22.6 
12.0 67.3 18.3 40.9 

3.7 70.9 9.3 50.2 
1.2 72.1 4.4 54.6 
1.2 73.3 8.8 63.4 
0.4 73.4 13.2 76.6 

51 

146 
264 
381 

509 
635 
781 

913 
1,068 
1,527 
2,535 
3,730 
7,084 

34,479 

X = less than $50,000 
= less than 50,000 returns 
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In addition, although it has little effect on the 
aggregate amount of tax, there is a less than 
satisfactory distribution of CPS returns among 
the lower intervals. For example, while the 
total number of CPS returns with less than $3,000 
AGT is roughly comparable with the number of IRS 
returns under $3,000 AGI, there is considerable 
difference between the CPS and IRS numbers below 
$1,000. 

A final anomaly is the mean tax per return in the 
$25,000 to $50,000 AGY interval. Although the 
estimated mean tax is a few dollars lower than 
the IRS counterpart for all other intervals (ex- 
cept the $50,000+ interval already discussed), 
the mean for this interval is several hundred 
dollars higher than the corresponding IRS amount. 
This condition is thought to result from the rel- 
atively greater concentration of returns in the 
upper half of this interval in the CPS compared 
to that of IRS. This would cause the CPS average 
income and hence the tax amount to be greater 
than the corresponding IRS figure. The relative- 
ly greater concentration of returns in the upper 
half of this interval in the CPS could result 
from the coding of people with $50,000+ AGI in 
the $25,000 - $49,999 AGY interval because of the 
exclusion of capital gains and underreporting of 
income in CPS. Both of these factors are 
particularly pronounced among very high income 
families. 

Regarding the personal contribution to the Social 
Security program, there is not much outside data 
with which to compare. 0úr estimate of the ag- 
gregate amount of personal contributions for Old - 
Age Survivors, Disability, and Hospital Insur- 
ance was $16,873 million which was surprisingly 
close to the Bureau of Economic Analysis estimate 
of $16,859 million. 

IV. Results by Total Money Income Class 

Income Tax 

Of the estimated 64.5 million returns filed 
by family members in 1968, about 45.1 million or 
70 percent were filed by the heads of primary and 
secondary families (see table 3). These returns 
accounted for roughly 91 percent of total family 
income tax. The remaining 30 percent of family 
returns were filed by other family members (in- 
cluding the heads of subfamilies) and accounted 
for about 9 percent of family income tax. The 
proportion of family returns accounted for by re- 
turns of the family heads, tends to be highest 
for the middle income groups, however, the pro- 
portion of family's income tax bill picked up by 
the head increased with income but tends to be 
roughly constant among the middle income groups. 

For families above $4,000 total money income, the 
head becomes increasingly the primary taxpayer. 

This is reflected in the increasing divergence in 

the mean tax per return of the head's return and 
other family member's returns. 

If one were to attempt to describe the Federal 
income tax situation of the "average" American 
family in 1968, one would probably not be far off 
if they looked at the families in the "medianth" 
income group (i.e., the income group which 
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contained the median family). This would be the 
$8,000 - $8,999 income group in 1968. The roughly 
4 million families in this group filed about 5.1 
million returns in 1968, or about 1.3 returns per 
family. They paid around 3.1 billion dollars in 
Federal income tax, which works out to be about 
$613 per return and $789 per family. Virtually 
all, about 98 percent, of the family heads filed 
a return - paying, on average, $730 in income tax 
per return. The returns of these family heads 
accounted for about 77 percent of the returns and 

91 percent of the income tax paid by these fami- 
lies. The remaining 23 percent of the returns 
were filed by other members of the family (ex- 

cluding wives) and they paid, on average, $226 in 

income tax per return. 

Social Security Personal Contributions 

The estimates of the distribution of Personal 

Contributions Social Security are presented in 

Table 4. There is little to say about these re- 

sults since they pretty much speak for them- 
selves. The average amount contributed per earn- 

er in families increases up to the $10,000 $14,999 

Total Money Income interval. The average amount 

per family increases to at least the $50,000 
money income class due to both the increasing 
average contribution per worker and the 

increasing number of workers per family. 

1/ Herriot, Roger A. and Herman P. Miller, "The 

Taxes We Pay" The Conference Board Record, May 

1971 and "Changes in the Distribution of Taxes: 

1962 -1968," Proceedings of the Business and Eco- 

nomic Statistics Section, American Statistical 

Association, 1971. 

The amounts of money income reported in the 

CPS were not adjusted for this study as they 

were in the above studies. While the adjustment 

procedures in our earlier studies appear adequate 

when applied to all families and unrelated 

individuals, they were judged to be inadequate 

when applied to certain subgroups of the 

population. 

I would like to thank my colleague, John Coder, 

who did all of the programming in this and our 

earlier studies. 



Table 3. --CPS Estimate of Returns and Mean Federal Income Tax per Return by Family Status and Total Money Income Class for 1968 

Families Unrelated Individuals 

Returns of 
Total Family Primary and Secondary Returns of Other 

Returns Family Family Members Total 
Unadjusted Number Total 

Percent Percent Mean Percent Percent Mean Total Money Total of Unrel. Mean . 

Income Number Agg. of Total of Total Tax of Total of Total Tax per Unrel. Indiv. Tax per 
Intervals Families No. Tax ram. Ret. Tax Ret. Fa,. eturn Indiv. Returns Return 

mil. ptrcaat percent percent percent dollars mil. mil. dollars 

TOTAL 50.0 6i.5 54.4 70.0 91.2 $1,139 30.0 8.8 $258 13.8 9.4 $ 776 

Unaer ;,1,000 0.9 u.6 0 57.8 - 0 42.^ - 2.0 0.6 0 
1,030 -1,999 1.8 1.2 Z 64.2 14.3 1 35.8 85.7 14 3.4 1.1 46 
2,000 -2,999 2.6 2.0 0.1 69.9 55.2 23 30.1 44.8 44 1.8 1.2 132 
3,000 -3,999 3.1 3.0 0.3 74.1 74.1 89 25.9 25.9 89 1.5 1.4 295 
4,000 -4,999 3.1 3:4 0.6 75.1 78.9 171 24.9 21.1 137 1.1 1:1 487 
5,000 -5,999 3.5 4.2 1.1 . 76.6 84.8 282 23.4 15.2 166 0.9 0.9 683 
6,000 -6,999 43.8 4.7 1.8 77.6 87.8 433 22.4 12.2 207 0.7 0.7 902 
7,000 -7,999 4.1 5.1 2.6 77.2 89.8 587 22.8 10.2 226 0.6 0.6 1,102 
8,00 -8,999 4.0 5.1 3.1 76.6 91.4 731 23.4 8.6 226 0.4 0.4 1,320 

-9,9 9 3.7 4.8 3.5 74.4 90.7 878 25.6 9.3 263 0.3 0.3 . ;1,498 
10,000- 14,999 12.5 18.0 17.5 68.7 91.8 1,296 31.3 8.2 253 0.7 .0.7 2,148 
15,000- 19,999 4.5 '7.6 10.4 59.0 90.1 2,087 41.0 9.9 331 0.1 0.1 3,656 
20,000-24,999 1.5 2.7 4.9 55.4 89.3 3,040 44.6 10.7 452 0.1 0.1 5,283 
25,000- 49,999 1.3 2.2 9.0 59.4 94.0 6,621 40.6 6.0 619 0.1 0.1 9,839 
50,00+ NA NA NA NA NA NA NA NA NA NA NA NA 

than $500,000 

NA = Not Available 

Table 4 Amount of Personal Contributions for Social Security by 
Family Status - Total, per Family with Earnings, and per 
-Workmen - by Total Money income Intervals for 1968 

Unadjusted 
Total Money 
Income 
Interval 

Personal Contributions for Social Security 

Contributions of Family Members Contributions of 
Unrelated Individuals 

Total 
Amount 

Amount per 
Family with 
Earnings 

Amount per 
Earner 

Total 
Amount 

Amount per 
Earner 

TOTAL 

Under $1,000 

1,000 - 1,999 

2,000 - 2,999 

3,000 - 3,999 

4,000 - 4,999 

5,000 - 5,999 

6,000 - 6,999 

7,000 7,999 

8,000 - 8,999 

9,000 - 9,999 

10,000 - 14,999 

15,000 - 24,999 

25,000 - 49,999 

50,000 + 

mil.$ dollars dollars 

$15,442 $332 $182 

10 15 15 

44 44 35 

134 85 70 

309 132 105 

458 174 130 

703 219 151 

968 263 174 

1,226 304 198 

1,315 334 203 

1,297 359 207 

5,213 418 222 

3,075 517 221 

675 531 225 

NA NA NA 

mil.$ dollars 

$1,432 $167 

10 16 

44 40 

79 76 

146 122 

154 166 

175 210 

165 238 

180 284 

125 321 

88 297 

201 317 

48 338 

15 326 

NA NA 

NA = Not Available 
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MEASURING SCHOOL AND COLLEGE ENROLLMENT: A COMPARISON 
OF CENSUS BUREAU AND OFFICE OF EDUCATION DATA 

Charles E. Johnson, Jr. and Larry E. Suter 
Bureau of the Census 

The data on school and college enrollment 
collected by the Bureau of the Census in the 1970 
Census are generally comparable with the data 
collected by the Bureau in the October 1969 Cur- 
rent Population Survey (CPS) and with the data 
collected in the fall of 1969 by the Office of 
Education (OE). These three series of data on 
school and college enrollment are collected for 
different purposes and present different geo- 
graphic detail and different characteristics con- 
cerning the student population, but they do have 
similar rim totals on the numbers in elementary 
school, high school, and college. The Census 
data present information on the demographic, so- 
ial, and economic characteristics of the enrolled 
and not enrolled population for State and local 
areas once every 10 years. The CPS data present 
annual National information on the demographic and 
socioeconomic characteristics of the enrolled and 
not enrolled population collected in the household. 
The OE data present information on the character- 
istics of the schools, teachers, and school fi- 
nance, as well as some student characteristics, 
collected from the institutions themselves or 
from State and local officials. 

Although generally comparable, there are 
some interesting differences among the three se- 
ries of data. Most of the diversity among the 
data appears to be due to the differing collec- 
tion dates, methods, and definition of terms. 
The Current Population Survey data were collected 
during the first semester of school (October 
1969) as were the Office of Education data while 
the Census data were collected during the second 
semester of school (April 1970). The fall and 
spring collection dates caused differences in 
level of enrollment (primarily because of attri- 
tion between the first and second semester) and 
differences in enrollment rates by age. The 1970 
Census data were collected from a 15 percent sam- 
ple of the Nation's population by both enumer- 
ators and self - response. The CPS data were col- 
lected from a sample of 50,000 households by di- 
rection enumeration of any qualified respondent. 
The Office of Education data were collected from 
a virtually complete enumeration of institutions 
or State and local officials. 

Level of School 

1970 Census and 1969 CPS. -- Overall the num- 
ber of students 3 to 34 years old, enrolled in 
school in the Census for April 1970 was 2 per- 
cent smaller than the number in the CPS of Octo- 
ber 1969 (Table 1). Attrition between semesters 
probably accounts for some of this difference in 
total enrollment. The number of persons 3 to 34 
years old who were not enrolled in school in the 
Census was 9 percent larger than the number in 
the CPS. The universe dissimilarity between the 
Census and the CPS probably accounts for this 
difference since the Census universe included 
the total resident population but the CPS was 
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restricted to the civilian noninstitutional popu- 
lation. 

At the nursery school level, the number of 
pupils enrolled was 11 percent larger in the Cen- 
sus (spring) than in the CPS (fall). This increase 
is contrary to the attrition hypothesis. However, 
since nursery school enrollment is increasing, 
and since nursery school enrollment does not nec- 
essarily have to begin in the fall, this increase 
might be reasonable. At the kindergarten level, 
the number of pupils enrolled was 8 percent small- 
er in the Census than in the CPS. Since some at- 
trition is not unexpected, and since kindergarten 
enrollment is not compulsory in all States, this 
decrease might not be unreasonable. At the ele- 
mentary school level, there were 2 percent fewer 
pupils enrolled in the Census than in the CPS; at 
the high school level, there were 0.5 percent 
fewer students enrolled in the Census than in the 
CPS; and at the college level, there were 6 per- 
cent fewer students enrolled in the Census than 
in the CPS. 

Census and Office of Education. At the ele- 
mentary and high school levels there were 4 per- 
cent fewer enrolled in the Census than in the 
Office of Education figures for the fall of 1968 
(OE collected data on only public school enroll- 
ment below the college level in 1969), and at the 
college level there were 7 percent fewer enrolled 
in the Census than in the OE data for the fall of 
1969. 

CPS and Office of Education. The CPS and OE 
estimates of total degree -credit college enroll- 
ment in the fall of 1969 were quite similar (ta- 
ble 3). The CPS estimate was less than 1 percent 
smaller than the OE figure- -not a statistically 
significant difference because of a sampling error 
of about 120,000 in the Current Population Survey. 
However, there were differences by level of col- 
lege. The CPS estimate of undergraduate enroll- 
ment was 6 percent lower than the OE estimate. 
And the CPS estimate of graduate enrollment was 
27 percent higher than the OE figure. The larger 
number of graduate students in the CPS was some- 
what surprising, since the CPS universe has an 
upper age limit of 34 years whereas the OE uni- 
verse has no upper age limit. This finding sug- 
gests that there may be some overreporting of en- 
rollment in the fifth year of college or more in 
the CPS. 

Office of Education and CPS estimates of col- 
lege enrollment are shown in table 3 for each year 
from 1960 to 1970. In all but three years the OE 
total degree -credit college enrollment level was 
higher than the CPS estimate of college enrollment 
of 14 to 34 year olds. The yearly variations in 
enrollment are greater in the CPS than the OE 
figures probably because the CPS is more influenced 
by changes in enrollment rates of persons 18 to 24 
years old than are the OE figures which include 



persons over age 34. There have been significant 

shifts in enrollment rates for men of draft age 
since 1964; enrollment rates increased between 
1964 and 1966 and decreased between 1967 and 1970. 

The 1969 CPS estimate of part -time under- 
graduate degree -credit enrollment was 64 percent 
lower than the OE estimate whereas the CPS esti- 
mate of full-time enrollment was 6 percent higher 
(table 4). One possible reason for the difference 
between the CPS and OE data on part -time enroll- 
ment may be the CPS questionnaire format. Sev- 
eral questions relating to major activity and 
employment status are asked prior to the question 
on school enrollment in the CPS and this may lead 
some persons who are attending school part -time, 
but working full -time, to respond "no" when asked 
if they are attending or enrolled in school. If 
the CPS question asked if the persons were en- 
rolled or attending school either part -time or 
full -time, the CPS might uncover more persons 
attending college on a part -time basis. Another 
reason is coverage. The larger number of part - 
time students counted by OE may be due to the re- 
stricted age limit of the CPS, which is cut off at 
age 34. 

Control of School 

There was a considerable amount of variation 
between the Census and the CPS measurement of 
level of enrollment in public and private schools 
(table 5). 

At the nursery school level, there were more 
children enrolled in both public and private 
schools in the Census than in the CPS. In public 
kindergartens there were 138,000 fewer children 
enrolled in the Census than in the CPS and 114,000 
fewer children enrolled in private kindergartens 
in the Census than in the CPS. (One standard 
error on the CPS estimate would be around 17,000 
persons). The proportion of all nursery school 
pupils who were in private schools was about the 
same. 

At the elementary school level, the Census 
and the CPS data both show the same proportion of 
elementary school pupils enrolled in private 
schools --11.5 percent in the Census and 11.7 per- 
cent in the CPS. The Census data show fewer child- 
ren enrolled in parochial elementary schools (in 
the Census this would include all children in any 
school supported a religious organization) than 
the Official Catholic Directory shows enrolled in 
Catholic elementary schools in the fall of 1969. 
The Census shows 3.4 million children enrolled in 
parochial elementary schools (which would include 
Catholic. and other church -supported schools) 
whereas the Official Catholic Directory shows 3.7 
million children enrolled in Catholic elementary 
schools in the fall of 1969. The Census figure 
on the percent of private elementary school child- 
ren enrolled in parochial schools is lower than 
the Office of Education estimate for the fall of 
1968. (OE did not collect similar data in the 
fall of 1969). In the Census, 88 percent of the 
students enrolled in private elementary schools 
were in parochial schools as compared with 95 
percent of the students included in the Office of 
Education survey. The Office of Education pro- 
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portion might be somewhat high, since they obtained 
more complete coverage of the Catholic parochial 
schools than of the secular private schools. And 
the Census estimate may be low, if some students 
enrolled in private Catholic schools not under the 
control of the parish and some students enrolled 
in non -Catholic but church- supported schools class- 
ified themselves as enrolled in "other private" 
schools rather than in parochial schools. 

At the high school level, there were fewer 
students enrolled in public schools but stu- 
dents enrolled in private schools in the Census 
than in the CPS. The 1960 Census also showed more 
persons enrolled in private high schools than did 
the October 1959 CPS, but the increase was only 3 
percent as compared with the 23 percent increase 
between the October 1969 CPS and the 1970 Census. 
(The 1960 Census also showed more persons enrolled 
in public high schools than did the 1959 CPS). 

Preliminary Office of Education data for the 
fall of 1970 show 1.2 million students enrolled in 
private high schools (grades 9 to 12) as compared 
with 1.4 million students in the 1970 Census. It 

has been suggested that the opening of private 
academies in some States after the school year be- 
gan may have increased private school enrollment 
between the October 1969 CPS and the April 1970 
Census. However, the CPS data for October 1970 
show still fewer students enrolled in private high 
schools than in October 1969, as the decline in 
private school enrollment which began in 1966 ap- 
parently continued. It is possible that the Cen- 
sus residence rule which counted students living 
away from home at a private boarding school while 
attending school as a part of their parental house- 
hold may have led to some double counting of these 
students, if the instruction not to count these 
students at their schools was not completely ad- 
hered to. 

The Census data on enrollment in parochial 
high schools are roughly comparable with the data 
in the Official Catholic Directory on enrollment 
in Catholic high schools in the fall of 1969. The 
Census shows 1.0 million students enrolled in pa- 
rochial high schools and the Official Catholic 
Directory shows 1.1 million enrolled in Catholic 
high schools. The Catholic high school enrollment . 

was comprised of 667,000 students enrolled in 
schools under the control of the parish or diocese 
and 387,000 enrolled in schools under private Cath- 
olic control. Except for attrition between semes- 
ters, one would expect more students to be enrolled 
in parochial schools in the Census than just the 
number enrolled in Catholic schools, since the Cen- 
sus parochial definition (which was read by enumer- 
ators, but not respondents) included any private 
schools controlled or supported primarily by a 
religious organization. The New Haven pretest of 
the 1970 Census questions indicated that children 
enrolled in Catholic schools, whether under parish 
or private control, were being classified as en- 
rolled in parochial schools. The comparability of 
Census data with data from the Official Catholic 
Directory appears to indicate that, in general, 
they were so classified in the Census. One sur- 
prising finding is the relatively low proportion 
of private high school enrollees in the Census who 
were in parochial (church- controlled or supported) 



schools when compared with the Office of Educa- 
tion data for the fall of 1968. In the Census, 
only 70 percent of the students enrolled in pri- 
vate high schools were in parochial schools as 
compared with 88 percent of the students included 
in the Office of Education survey in 1968. The 
Office of Education proportion might be high, since 
they obtained more complete coverage of Catholic 
and other church- related schools than of secular 
private high schools. On the other hand, the 
category "parochial" may not have been reported 
for students enrolled in private Catholic 
schools, that is, those not under the control of 
the parish; moreover, the category might not have 
been reported for students enrolled in schools 
supported by non -Catholic religions who may have 
thought that "parochial" referred only to Catholic 
schools. future censuses and surveys this 
category should be fully explained in the instruc- 
tions provided to the respondents and, perhaps, 
the wording of the category should be changed to 
read "parochial and other church- related schools" 
or just "church- related schools ". 

At the college level, there were fewer stu- 
dents enrolled in public colleges and more stu- 
dents enrolled in private colleges in the Census 
than in the CPS. In public colleges, there were 
813,000 fewer students enrolled in the Census 
than in the CPS - -a 15 percent difference. (One 

standard error on the CPS estimate is around 
70,000 persons). Assuming some attrition, this 
may not be an unreasonable change. But in pri- 
vate colleges, there were 345,000 more students 
enrolled in the Census than in the CPS --a 17 
percent increase. (One standard error on the CPS 
estimate is around 45,000). It was suggested in 
the 1960 Census Monograph, Education of the Amer- 
ican Population, by Folger and Nam, that the stu- 
dents in college --a larger proportion of whom re- 
port for themselves in the Census than in the 
CPS --may make a better determination of the con- 

trol of their colleges in the Census than their 
parents do in the CPS. This explanation was but- 
tressed with a comparison of Census, CPS, and 
Office of Education data which showed a similar 
percentage of college students enrolled in pri- 
vate colleges in the Census and Office of Educa- 
tion data, but a smaller percentage in the CPS 

data. However, the 1970 Census, CPS, and Office 
of Education comparison does not support continu- 
ation of this reasoning. The CPS and OE data show 
approximately the same proportion of students in 
private colleges, around 27 percent, whereas the 
Census shows 34 percent in private colleges. The 

data in the 1970 Census and 1960 Census are con- 
sistent in that both showed a larger proportion of 
college students in private colleges than did the 
preceding CPS. Apparently, self- reporting of con- 
trol of school varies significantly. 

Conclusion 

The 1970 Census data on school enrollment 
appear to be valid and reliable. The major un- 

accountable differences are the larger number of 
students enrolled in private high schools and 
colleges in the Census than in the CPS, and the 
relatively low proportion of private high school 
students enrolled in parochial schools in the Cen- 

sus when compared with Office of Education data. 
It may be that the Census data on parochial school 
enrollment in the Census relate primarily to Cath- 

olic school enrollment and that students in other 

church- related schools are included in the "other 

private" category. The CPS data and OE data also 
are reasonably comparable with the major difference 
being the lower number of part -time undergraduate 

students in the CPS. Because of different collec- 

tion methods and dates, the Census data, the CPS 

data, and the Office of Education data should not 
be facsimiles of each other, but should approxi- 
mate each other, and they appear to do this rea- 

sonably well. 

Table 1.-- SCHOOL ENROLLMENT OF PERSONS 3 TO 34 YEARS OLD BY LEVEL OF SCHOOL 
IN THE 1970 CENSUS AND THE OCTOBER 1969 CURRENT POPULATION SURVEY 

(Numbers in thousands. CPS data for civilian noninstitutional population) 

Level and control of school 
Census 
April 
1970 

CPS 
October 

1969 

Difference 

Number Percent 

Total, 3 to 34 years old 107,983 105,145 2,838 2.7 

Enrolled in school 58,635 59,913 -1,278 -2.1 

Nursery school 954 860 94 10.9 

Kindergarten 3,024 3,276 -252 -7.7 

Elementary school (1 to 8 years) 33,210 33,788 -578 -1.7 

High school (1 to 4 years) 14,481 14,553 -72 0.5 

College 6,966 7,435 -469 -6.3 

Not enrolled in school 49,348 45,232 4,116 9.1 

Note: Minus sign denotes a larger CPS figure. 
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Table 2.-- COLLEGE ENROLLMENT BY LEVEL IN CURRENT POPULATION SURVEY AND IN 
THE OFFICE OF EDUCATION SURVEYS: 1967 TO 1969 

(Numbers in thousands. CPS data for civilian noninstitutional population) 

College enrollment CPS 
October 

Office 
of 

Education-' 

Difference 

Number Percent 

Total, undergraduate enrollment 

1967 5,437 5,653 -216 -4.0 

1968 5,858 6,101 -243 -4.1 
1969 6,296 6,656 360 5.7 

1970 6,273 7,020 -747 -11.9 

Total, graduate enrollment 

1967 963 753 210 21.8 

1968 944 797 147 15.6 

1969 1,138 828 311 27.3 
1970 1,140 900 240 21.1 

Graduate enrollment is defined as enrolled in the 5th year of college or higher. 

Estimated resident graduate enrollment. About 130,000 in 1969 and 1970 were ex- 
tension graduate students, Projections of Educational Statistics to 1980 -81, U. S. O. E., 

National Center for Education Statistics, 1971 edition, table 18. 

Note: Minis sign denotes larger OE figure. 

Table 3.-- COLLEGE ENROLLMENT IN THE CURRENT POPULATION SURVEY AND OFFICE OF 
EDUCATION SURVEY: 1960 TO 1970 

(Numbers in thousands) 

College enrollment Full -time college enrollment 

OE Census 
Census 
- OE 

OE Census 
Census 
- OE 

1960 3,583 3,570 -13 2,466 2,681 215 

1961 3,861 3,731 -130 2,714 2,902 188 

1962 4,175 4,208 33 2,902 3,237 335 

1963 4,495 4,336 -159 3,068 3,260 192 

1964 4,950 4,643 -307 3,418 3,556 138 

1965 5,526 5,675 149 3,910 4,414 504 

1966 5,928 6,085 157 4,225 4,847 622 

1967 6,406 6,401 -5 4,556 4,976 420 

1968 6,928 6,801 -127 4,937 5,357 420 

1969 7,484 7,435 -49 5,254 5,810 556 

1970 7,920 7,413 -507 5,489 5,763 274 

Fall degree -credit enrollment. 
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Table 4.-- GRADUATE AND UNDERGRADUATE COLLEGE ENROLLMENT IN THE CURRENT 
POPULATION SURVEY AND OFFICE OF EDUCATION SURVEYS: 

1967 TO 1969 

(Numbers in thousands. CPS data for civilian noninstitutional 
population under 35 

Year and full -time 
part -time attendance 

CPS 
October 

Office 
of 

Education 

Difference 

Number Percent 

Undergraduate 

Part -time 

1967 952 1,414 -462 -48.5 
1968 994 1,496 -502 -50.5 
1969 1,077 1,766 -492 -64.0 
1970 1,066 1,910 -844 -79.2 

-time 

1967 4,485 4,239 246 5.5 
1968 4,864 4,606 258 5.3 
1969 5,219 4,890 329 6.3 
1970 5,207 5,110 97 1.9 

Graduate 

Part -time 

1967 472 436 36 7.6 
1968 451 455 -4 -0.9 
1969 545 464 81 14.9 
1970 585 521 64 10.9 

Full -time 

1967 491 317 174 35.4 
1968 493 342 151 30.6 
1969 593 364 229 38.6 
1970 555 379 176 31.7 

See notes on table 2. 
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Table 5. -- SCHOOL ENROLLMENT OF PERSONS 3 TO 34 YEARS OLD BY LEVEL AND CONTROL 
IN THE 1970 CENSUS AND THE OCTOBER 1969 CURRENT POPULATION 

(Numbers in thousands. CPS data for civilian noninstitutional population) 

Level and control of school 
Census 

April 
1970 

CPS 

October 
1969 

Percent 

Census CPS 

Nursery school 100.0 100.0 
Public 303 245 31.8 28.5 
Private 650 615 68.1 71.5 

Kindergarten 100.0 100.0 
Public 2,544 2,682 84.1 81.9 
Private 480 594 15.9 18.1 

Elementary school (1 to 8 years) 100.0 100.0 
Public 29,375 29,825 88.5 88.3 
Private 3,835 3,964 11.5 11.7 

High school (1 to 4 years) 100.0 100.0 
Public 13,063 13,400 90.2 92.1 
Private 1,417 1,153 9.8 7.9 

College 100.0 100.0 
Public 4,626 5,439 66.4 73.2 
Private 2,340 1,995 33.6 26.8 

Note: Minus sign denotes a larger CPS figure. 

Table 6. -- PERCENT OF COLLEGE STUDENTS IN PUBLIC AND PRIVATE COLLEGES IN THE 
1960 AND 1970 CENSUS, THE OCTOBER 1959 AND 1969 CPS, AND IN THE 

OFFICE OF EDUCATION FALL 1959 AND 1969 SURVEYS 

Control of College 
Census 
April 
1970 

CPS 
October 

1969 

Office of 
Education 

1969 

Census 
April 
1960 

CPS 
October 

1959 

Office of 
Education 

1959 

Total enrolled 100.0 100.0 100.0 100.0 100.0 100.0 

Public 66.4 73.2 72.4 58.9 63.5 58.9 

Private 33.6 26.8 27.6 41.1 36.5 41.4 

Degree- credit enrollment 
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THE DURATION OF UNEMPLOYMENT 
Hyman B. Kaitz, Bureau of Labor Statistics 

Unemployment is a complex form of human be- 
havior, and there is probably no single analysis 
which attempts to cover all of its facets. One 
aspect of this behavior has had little under- 
standing in the press and in public discussions, 
but has been exposed to an increasing amount of 
study among economists in connection particularly 
with job search theory, and that is the phenome- 
non of turnover among the unemployed and unem- 
ployment duration. At the most primitive levels 
of belief, the fact that unemployment has been 
at a level of 5 million people for well over a 
year is translated into a visual image of 5 mil- 
lion people each with over a year of unemploy- 
ment. It is not known generally --and we share 
the blame for inadequate communication on this 
score --that a level of unemployment of 5 million 
for a year corresponds to at least one week of 
unemployment experience for perhaps 20 million 
people in 30 million or more spells, and that 
the vast majority of these spells -- three- quarters 
or more --are less than five weeks in total dura- 
tion. Only a small proportion of the people who 
experience unemployment have extended periods of 
joblessness. The public policy issues are ob- 
viously quite different with respect to the 
short -term unemployed as compared with the long- 
term unemployed. However, the nature of turnover 
among the unemployed is not explicitly given in 
the data customarily published. Published data 
present the cross section distribution of the 
unemployed, i.e., the distribution of the un- 
employed by the duration of their unemployment 
through the end of the reference week each month 
(the week including the 12th). Only a small 
fraction of these people are actually completing 
spells of unemployment in the reference week; 
the remainder will go on to experience additional 
week(s) of unemployment. Because reference weeks 
are four or five weeks apart, the intervening 
movements into and out of unemployment are not 
evident, and the full nature of unemployment 
turnover has remained somewhat obscure. A first 
attempt to deduce the patterns of completed 
spells of unemployment and of turnover is pre- 
sented in an article in the Monthly Labor Review 
for November 1970. 

The present paper continues this work by de- 
veloping a time series of completed spells of un- 
employment. The details of the estimating pro- 
cedure are given in the first part below. In 
the second part certain shortcomings of the under 
lying data are examined, and a method for elimi- 
nating them to a substantial extent is developed. 
Since the techniques used here are somewhat dif- 
ferent from those presented in the earlier paper, 
some comparisons between the results in the two 
papers are made, and the validity of certain 
assumptions in the earlier article is examined. 
Finally, a time series of completed spells and 
their average duration from mid -1967 to mid -1972 
is presented. 

Derivation of Monthly Series on Completed Spells 

Let gs= number of people who report they have 
been unemployed for 1 week through the end of 
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the reference week. 
Let N = the number of people completing spells 

of unemployment in the week prior to the refer- 
ence week. 

Let F = the total number of people unemployed 
in the week prior to the reference week. 

Finally, let G = the total number of people un- 
employed in the reference week. 

It may be readily shown that N = F - G + g . 

1 

In words rather than symbols, the number of 
completed spells in the week prior to the refer- 
ence week is equal to the number of unemployed in 
that week minus the number of unemployed in the 
following week (the reference week) plus the 
number of unemployed who had completed only one 
week of unemployment in the reference week). 

G and g are available from the regular current 
1 

population survey data. (There is a basic prob- 
lem in the measurement of g which must be faced; 

1 

this is the burden of the next section of this 
paper.) 

F is not available from the current population 
survey since it refers to a nonsurvey week. How- 

ever, it can be estimated by interpolation as de- 
scribed a little later. It must be emphasized 
that the calculation of the number and duration of 
completed spells requires knowledge of the indica- 
ted statistics in adjacent weeks. 

In order to estimate the average duration of 
completed spells in the week prior to the refer- 
ence week, we need several additional symbols. 

Let A = the cumulated number of weeks of un- 
f 

employment of those unemployed in the week prior 
to the reference week. 

Let A = the corresponding quantity for those 
g 

unemployed in the reference week. 
Let A A 

s 
= the cumulative number of weeks of un- 

employment of those completing their spells of un- 
employment in the week prior to the reference 
week. 

If we let xf and xg represent the cross section 

average durations of unemployment in the week 
prior to the reference week and in the reference 
week respectively, and 

s 
represent the average 

duration of unemployment of those completing 
spells in the week prior to the reference week, we 
have the following relationships by definition: 

A F; A G, and A = 
f f g g s 

It can be readily shown that 

N 

A =A -A +G. 2/ 
s f g 

A is obtained directly from current population 
g 

survey data for the reference week. As will be 
indicated below A is estimated by interpolation 

as is F. 



The average duration of completed spells in 
the week prior to the reference week can there- 
fore be written as: 

xs= (A 
f 
-Ag +G) / (F- G +g1). 

Under conditions of stability or equilibrium, 
we will have A A , and F = G, so that the 

f g 
expression for average duration simplifies to 

xs = G / gl , a result previously given in the 

cited article in the Monthly Labor Review. 
Even under conditions of instability, if we 

let G be the average annual total unemployment, 
g1 be the average annual number of unemployed 

with one week of unemployment (entrants), the 
average duration of all spells completed in the 
year is given by 

= (Al - A53) / 52 + G 

(G1 - G53) / 52 + gl 

with the subscripts in the parentheses referring 
to the first and fifty -third weeks. Since A 
is about 10 times the size of G, and G is 

about 6 times the size of , and the differ- 

ences, 
Al 

- A53, and G1 - G53are, in most cases 

fractions of the sizes of A and G respec- 
tively, the nature of the approximation in the 
formula 

s 
= G /g1 is pretty good on an average 

annual basis, although it is by no means perfect. 
The exposition in the preceding paragraph is 

intended to serve as a rationale for the deri- 
vation of completed spell distributions from 
average annual cross section data in the Monthly 
Labor Review article. It may also be shown with 
the same reasoning that the derivation of the 
distribution of completed spells by intervals of 
weeks is also generally a reasonable first ap- 
proximation. 

The present paper does not go on however to 
estimate a time series for the distribution of 
completed spells by duration intervals for rea- 
sons which are briefly discussed in the Monthly 
Labor Review article, and may profitably be 
repeated here. The recorded cross section dis- 
tributions of the unemployed by single weeks of 
duration are subject to a number of irregulari- 
ties, most prominently the rounding effect in 
the process of recall on the respondent's part, 
which introduces local modes into the data at 
4, 8, 13, 26, etc. weeks of duration, because of 
the tendency to report unemployment in terms of 
months, quarters, half years and so on. Another 
irregularity, which may not superficially appear 
to be one is the local mode at a duration of two 
weeks. This irregularity is of fundamental im- 
portance to this paper and is discussed in more 
detail in the next section. Until these irregu- 

larities can be smoothed in an appropriate way, 
the derivation of the time series of the distri- 
bution of completed spells by duration intervals 
must be held in abeyance. 

One other point will conclude this section. 
As mentioned earlier, it is necessary to esti- 
mate Af and F, since they do not apply to the 

313 

reference week. The simplest thing to do is to 
use linear interpolation for F between the two 
G values in the adjacent month reference weeks. 
In the same way linear interpolation between ad- 
jacent month reference week values of A will 

g 
yield A approximations. 

A Bias in the Duration Distribution of Unemploy- 
ment and its Correction 

As noted earlier, a major problem in the deri- 
vation of the duration distribution of completed 
spells is in the biased reporting of those un- 
employed in the reference week who indicate that 
they have had one, two or three elapsed weeks of 
unemployment. The bias is evident in the data 
below for the average annual cross section dura- 
tion distribution for 1971, but it appears in 
the data for almost all individual reference 
weeks, and in all years. 

Duration 
in weeks 

Number of 
Unemployed 

0 12 

1 445 
2 656 
3 532 
4 583 
5 177 

The 12 (000) people who have zero weeks of 
unemployment need not concern us particularly. 
Conceptually they can only be people who were 
out of the labor force for more than half of the 
reference week before they began looking for a 
job. For convenience they are included with the 
number identified with one week of unemployment. 

On the other hand, it is conceptually and 
empirically impossible for those unemployed with 
two weeks of unemployment to regularly exceed, 
and usually by a substantial amount, those with 
one week. This is the phenomenon studied in 
this section of the paper. 

Finally, the local mode at 4 weeks is obvi- 
ously due to rounding by the respondent or the 
interviewer (4 weeks equals one month) so that 
suitable smoothing techniques must be developed 
to remove this mode. Fortunately this effort is 
not required for this paper, so it is not con- 
sidered further here. 

A hypothesis for the aberrant pattern among 
duration groups of 1, 2 and 3 weeks is explored 
below. In order to develop a reasonable basis 
for this hypothesis, we must first look at the 
actual questionnaire used in the Current Popula- 
tion Survey. 

The week including the 12th of the month has 
been called the reference week in the discussion 
thus far. The following week (which includes 
the 19th of the month) is the survey week. On 
each working day of that week the interviewer 
visits households in his or her part of the 
sample. On the CPS questionnaire, questions 19, 
20 and 21 ask about activities in the preceding 
week with emphasis on the phrase "LAST WEEK" 
(the capitals are on the questionnaire form it- 
self). The appropriate responses to questions 



20, 21, and 22 classify a person as unemployed 
during the reference week. 

However, the phrasing in question 22C may be 
subject to some ambiguity in response. It is 
as follows: 

22C. 1) How many weeks has . . . . been look- 
ing for work? 

2) How many weeks ago did . . . . start 
looking for work? 

3) How many weeks ago was . . . . laid 
off? 

These three questions are alternate versions 
to be used as appropriate, depending on replies 
to earlier questions. 

The hypothesis advanced here is as follows: 
In answering question 22C, the respondent cal- 
culates the length of time he (or she) has 
been looking for work to the time of the 
interview, and not up to the end of the pre- 
ceding week (the reference week). Since answers 
are recorded in whole weeks (rounding is called 
for), it is likely that persons in households 
which are interviewed in the second half of the 
survey week tend to round their answers up one 
week. For example, suppose the respondent has 
only been unemployed in the reference week (one 

week duration), but is still unemployed in the 
survey week. The interviewer visits his house- 
hold on Thursday of that week and asks: "How 

many weeks have you been looking for work ? ", 
and he replies: "About two ", which is an 
appropriate reply from his perspective. Now 
the interviewer's instruction manual says: "In 
computing the weeks a person has been looking 
for work, count the number of weeks from the 
time he started looking for work through the 
end of the reference* week for the current 
month." (Emphasis supplied in original) How- 
ever, this is the instruction to the inter- 
viewer alone. Question 22C does not in its own 
phrasing pin down the actual duration through 
the end of the reference week. The hypothesis 
offered here is that respondents in fact are 
likely to use the date of the interview as the 
end of the elapsed duration period. 

The balance of this section examines the 
effect on the data if this hypothesis is true 
and estimates how this bias may be removed. 

Let the "true" number of those unemployed 
people with an elapsed duration of 1 week 
through the end of the reference period be de- 
noted by g1, those with 2 weeks by g2 and 

those with 3 weeks by g . Let the correspond - 
3 

ing measured quantities be denoted by the same 
symbols with primes. 

Let the symbol f with appropriate sub- 
scripts refer to the corresponding values for 
the week prior to the reference week and the 
symbol h apply to the week after the refer- 
ence week. 

Now let r be the fraction of those with 
one elapsed week of unemployment to the end of 
the reference period, who are still unemployed 

* The manual uses the word "survey" here to 
designate what I have called the "reference" 
week. 
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in the survey week and who are interviewed in 
the latter part of that week and consequently 
report themselves with two elapsed weeks of un- 
employment. Let the same fraction hold for those 
with two elapsed weeks who report themselves with 
three weeks (and for those with three elapsed 
weeks who report four). We will therefore find 
the following relationships between the true and 
measured quantities: 

fl fl rg2 

f2=f2+ rg2- rg3 

f3-f3+ rg3 rg4 

Of the fl people who experience one week of 
unemployment by the end of the reference week, 
g go on to experience a second week of unmploy- 
2 

ment. When these g2 people are visited in their 

households, r g of them report themselves with 
2 

two weeks of unemployment up to the end of the 
reference week (the preceding week). The reason- 
ing is the same for the other groups to whom the 
second and third equations above refer. 

In the same way relationships for the follow- 
ing week may be specified: 

=g- rh2 

g= g + r h -rh 
2 2 2 3 

g= g + r h - r h 
3 3 3 4 

We have assumed that the fraction of people 
(r) who round their length of unemployment up to 
the next week is the same in the two adjacent 
weeks as it is for the first few duration cate- 
gories. 

The relationships which follow from this as- 
sumption are still indeterminate, because there 
are more unknowns than relationships. We need 

therefore to introduce an additional assumption 

in order to permit a solution. This assumption 
is that the continuation (survival) rate is also 

constant over the first several weeks of dura- 
tion, and in the two adjacent weeks. 

The continuation rate is defines as pi +1 

g. / f , i.e., the proportion of people unem- 
+l i 

ployed i weeks who go on to have at least one 
additional week of unemployment. p has a sub- 

script to identify its position in the duration 

scale, and is not, as a rule, constant over the 
entire duration (see MLR article, cit.) but 
it does not usually change very much within a 
duration range of two or three weeks. The as- 

sumption used here is that, within our area of 
consideration, the continuation rate is con- 

stant. 
In other words, 

p = g/f = g/f2 3 g/f 
h2/gl 3 

= h/g2 h4/g 



An earlier equation may be rewritten as 

g 
3 

pf 
2 

+ rp g 
2 

- rp g 
3 

We also have the earlier relationship 

f 
2= 
f2+rg2-r g3 

If we divide the first of these by the sec- 

we get / f2 = p, a direct estimate of 

the continuation rate. 
Another of the earlier relationships may be 

rewritten as 

g 2 p (fl -rpfl +rgl ) 

Two other equations may be expressed as 
follows: 

f1 (.1 - rp) ; = g 
1 

(1 -rp) or 

f 1/ = 1 - rp g 1/gl, whence f 1/g 1= 

In other words, the ratio of the observed 
number of people with one week of unemployment 
in two adjacent weeks is equal to the ratio of 
the "true" values of these numbers. Using this 

result in the equation for g'2, we arrive at a 

solution for r: 

r = (g'2/f1 )/p 1 

g12/f11+ P 

The observed number of people entering the un- 
employed in the reference week can be corrected 
to the "true" number by use of 

g 
1 

= g 1/ (1 - rp) 

For 1969 annual average data, letting 

f 1= g Land estimating p by use of g 
3 /g 2, 

we have p = 0.733, and r = 0.459. The esti- 
mated continuation rate of 0.73 for low duration 
values in 1969 compares with estimates in the 
.70 - .80 range for 1969 estimated by a differ- 
ent approach (MLR article, p. 13, Table 4). 
The r value of 0.46 is consistent with the 
rather simple and plausible notion that about 
half the g2 people round their responses on 

duration to one week, and the other half round 
to two weeks. 

As indicated in the last formula, we now have 
a way of estimating g1 values month by month, 

which are essential to the calculation of com- 
pleted spell statistics. 

Because the monthly series on completed spells 
constitutes only between 15 and 20 percent of 
the total level of unemployment, it is subject 
to much greater irregularity. Consequently the 
derived time series shown in the table below is 
given in terms of quarterly averages only. 

Time Series of Completed Spells of Unemployment 
(Weekly Averages Per Quarter) 

Year- Quarter 

Spells 
Completed 
(000) 

Spells 
Begun 

(000) 

Average Duration 
(in weeks) of 

Completed Spells 

1967 - III 746 686 4.4 

IV 511 492 5.3 

1968 - I 480 488 6.0 

II 559 616 6.0 

III 703 627 4.6 

IV 504 487 4.8 

1969 - I 493 513 5.2 

II 665 724 4.5 

III 709 678 4.2 

IV 515 489 5.3 

1970 - I 500 580 5.3 

685 766 5.8 

III 871 843 5.0 

IV 705 734 5.0 

1971 - I 711 747 6.0 

II 761 769 7.3 

III 796 745 6.6 

IV 733 713 6.2 

1972 - I 660 694 6.2 

II 735 735 8.1 
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At this point it may be useful to compare the 
average annual data on completed spells estimated 
directly from the average annual cross section 
duration distributions of the unemployed (A) with 
the average annual data derived from the twelve 
monthly observations in each year (M). The table 
below presents these comparisons. 

Average Weekly 

Year 
Type of 
Estimate 

No. of 
pleted Spells 
(000) 

Average Dura- 
tion of Com- 
pleted Spells 

1968 562 5.3 

A 554 5.1 

1969 M 596 4.7 
A 601 4.7 

1970 M 690 5.3 
A 734 5.6 

1971 M 750 6.6 
A 742 6.7 

The difference between the results obtained 
from time series versus those obtained from cross 
section data are the greatest for the year 1970, 
when the seasonally adjusted rate of unemployment 
rose from 3.9 percent in January to 6.1 percent 
in December. Even here, the estimates based on 
cross section data may be considered to be rea- 
sonable approximations of the estimates based on 
time series. In the other three years the two 
estimates for both number of completed spells and 
average duration are very close to each other and 
the approximation is excellent. 

Two additional comments about these estimates 
may be made in closing: 

1. The average duration of completed spell is 
substantially and uniformily lower than the aver- 
age duration of cross section data regularly pub- 
lished. The table below compares these two aver- 
ages in annual average form. 

Average Duration of Unemployment 

Year Cross Section Completed Spell 

1968 8.5 5.3 
1969 8.0 4.7 
1970 8.8 5.3 
1971 11.4 6.6 

A discussion of the reasons for these differ- 
ences is found in the MLR article, and 
will not be repeated here. 

2. Average weekly additions to unemployment for 
new entrants as a percent of the average level of 
unemployment for these four years is as follows: 

Year New Entrants /Total Unemployment 

1968 .20 

1969 .21 

1970 .18 
1971 .15 
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No extensive analysis of this phenomenon will 
be undertaken here, but it is interesting to 
note that the rise in unemployment in a recess- 
ion partakes of two elements: 

1) a rise in the number of entrants to 
unemployment and 

2) a decline in the rate of mobility into 
and out of the ranks of the unemployed. 

Again, there is some discussion of this phe- 
nomenon in the reference cited, but a full study 
of it remains to be made. 

Footnotes 

1. Let C = number of unemployed with un- 
employment in both the reference week 
and the prior week. 

Then F = C + N 
G =C +g 

1 

By subtraction we get N = F - G + g 
1 

2. Let A = cumulative number of manweeks 
c of unemployment of the C people 

through the end of the week 
prior to the reference week. 
In the following week they will 

have A 
c 
+ C weeks. 

Then Af =Ac +As ; Ag= Ac +C +g1 , 

but G =C +gl so A =Ac +G. 

By subtracting this last equation from the 

first, we get the desired result: 

As =Af -Ag+G. 

Reference 

Kaitz, Hyman B. - "Analyzing the length of 
Spells of Unemployment" 
Monthly Labor Review, 
November 1970, pp. 11 -20. 



APPLICATION OF LIFE TABLE TECHNIQUES TO CRIMINAL STATISTICS: PAROLE VIOLATION 

Nathan Kantrowitz, Kent State University 

I wish to outline a way to study criminal 
statistics which involve follow -up over a peri- 
od of time. Essentially, it is a simple appli- 
cation of ideas from life tables which restricts 
itself to an analogy with the "probability of 
death ", or qx column. We shall call this ana- 
logy the "probability of parole violation ", or 
for brevity, "PVx ". purpose is to propose 
what I hope may be a useful idea, illustrated 
with the data I have available, of all 1,325 

men (or more exactly, adult male felons) paroled 
from the prisons of Illinois during 1960. The 
need to present several applications and also to 
be brief unfortunately makes for some superfici- 
ality and sets some limits. Although the PV 
idea can be applied to other populations such as 
probationers, or even men entering prison, we 
shall discuss only parolees. Also, our defini- 
tions of failure, Parole Violation Warrants, 
are complex administrative documents which can 
be equated with only rough justice to criminal- 
ity. Technical ommissions are that life table 
functions other than qx will not be discussed, 
and our time periods will be limited to unsmooth- 
ed monthly rates. 

We shall proceed by considering first, usu- 
al measures of parole success or failure; second, 
the idea of the PVx; third, the relationship of 
PVx to social indicators such as unemployment; 
and fourth, a suggestion of how PVx may be of 
use in evaluating some kinds of prison programs. 

I. THE MEASURE OF PAROLE VIOLATION 

This paper claims no great originality, for 
measures equivalent in concept to PVx do exist.l 
However, the usual measure of parole success or 
failure is the percentage of parolees who are 
violators; that is, the number of persons ini- 
tially released on parole divided into the num- 
ber of those who violated during some time in- 
terval. Thus, of our 1,325 parolees in 1960, 

508 or 38.3 percent violated parole. Of course 
our parolees could also be classified by various 
attributes; for example, by race, 353, or 41.8 
percent of the 844 white parolees violated pa- 
role, as did 155, or 32.2 percent of the 481 
Negro parolees. This oversimplifies existing 
scholarship, but the percent violators is by far 
the accepted measure. 

An example of the manner in which the num- 
ber of months actually on parole constitutes a 
problem can be seen in our own sample. Here, 
because the cut -off date for follow -up was July 
1962, men paroled in January 1960 were followed 
for 24 months, while those paroled in December 
1960 were followed for 18 months. The problem 
is compounded by the fact that some men were 
legally freed from parole during those time per- 
iods. We think PVx allows for attrition of the 
original sample and also is useful in dealing 

with the problems of time in follow up. Break- 
ing time periods into small units (as for exam- 
ple, the month) permits more equal measurement 
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of time in follow -up. 
matter, it may reduce 
results from years to 
to administrators who 

Moreover, as a practical 
the waiting period for 
months, no small matter 
support research. 

II. "PROBABILITY OF PAROLE VIOLATION" 

The analogy to is spelled out in Table 
1 for the 100 men paroled during January 1960. 
Column 1 shows the monthly time periods used. 
Column 2, analagous to lx, begins with the 100 
men initially released, and decreases this num- 
ber in each succeeding month by the numbers in 
Column 3, 4, 5. These columns show the number 
of parolees who, during each month, were legal- 
ly freed from parole supervision (Column 3), 
died of natural causes while on parole (Column 
4), or who were considered parole violators 
(Column 5). I have shown all three columns -- 
especially Column 4 which has no entries -- to 
illustrate the possibility of creating multiple 
decrement tables. For the present however, we 
shall focus on Column 5, the parole violators; 
when we divide the numbers in Column 5 by those 
of Column 2, the result in Column 6 is the num- 
ber of parolees who violated parole during each 
month as a percent of those who began the month. 
This is our "probability of parole violation ", 
or PVx. 

In another illustration of PVC Table 2 
considers the entire year's parolees, according 
to each of the 18 months of supervision; that 
is, a January parolee who violated parole in 
two weeks and a December parolee who violated 
parole in three weeks would both be included in 
the 23 parole violators of Column 3, line I. 

Column 4, the PVx for all parolees illustrates 
one of several kinds of curves which may be 
characteristics of the PVx statistic: in this 
case, a biomodal distribution with peaks around 
the third and twelfth months. Other different 
PVx patterns are illustrated for whites and Ne- 
groes in Columns 7 and 10, and graphed in Figure 
1. 

III. THE PVx IN RELATION TO UNEMPLOYMENT 

If we wish to consider whether such social 
indicators as unemployment cause crime, and we 
wish to go beyond cross -sectional, survey data, 
the most precise procedure is to repeatedly in- 
terview a cohort of men over a period of time, 
something rarely attempted because it is diffi- 
cult and expensive. A less precise, and cheap- 
er, indirect way is to correlate unemployment 
rates with crime statistics. PVx is a useful 
supplement to indirect correlation for two rea- 
sons: first, it is a more precisely defined 
rate; and second, it uses a shorter time period. 

In the first case, precision of rate, 
crime statistics typically consist of the annual 
number of crimes reported by the police, divided 
by an estimated mid -year population of whatever 
geographical area is being investigated. The 
numerator of official crime statistics is grie- 



vously deficient; for example, not all crimes 

are reported. In addition, the denominator for 
these rates, the population at risk, is a usu- 
ally imprecise mid -year population estimate for 
a State, (or city or metropolis). The PVx is 
much more precisely defined. 

In addition to this first problem, preci- 
sion of definition as a rate, the PVx makes it 

possible to compare monthly rates rather than 
annual ones. This is illustrated in Table 3 
which shows the probability of parole violation 
during specific months in the follow -up period, 
classified by the month of initial release dur- 
ing 1960. Column 1, for January (that is, men 
released on parole during January 1960), is the 

PVx already illustrated in Column 6 of Table 1; 

we have graphed these PVx in Figure 2. We can 
see in Figure 2 that there is no simple way to 
summarize the patterns traced out by each of 
these succeeding month's cohorts - although 
using moving averages might help. Our immediate 
concern however is the relationship of PVx to 
unemployment as shown in the graphs of Figures 

2 and 3. 

Figure 3 illustrates the pattern for unem- 
ployment, just one of many possible social in- 
dicators, in Illinois and the Chicago area by 
month during 1960 -1962. The evidence of Figures 
2 and 3 suggest the hypothesis that there is no 
correlation between unemployment and parole vio- 
lation. For example, in Figure 3, the volume of 
unemployment steadily rises for six months be- 
tween September 1960 and February 1961; and 
thereafter falls through October 1961. Yet 

neither of these six and eight month periods is 
reflected in the of Figure 2. For example, 
if we consider the men released in September or 
October 1960, we can see that these two month's 
patterns differ both from each other as well as 
from Figure 3. 

IV. THE EVALUATION OF PRISON PROGRAMS 

The way in which the PVx might be a useful 
supplement to other means of evaluating correc- 
tional programs becomes apparent if we consider 
an oversimplified example of a research study. 
Here, a sample of men released during the calen- 
dar year are assigned to experimental and con-. 
trol groups and then are followed for another 
calendar year or longer; this sample is cross - 
classified by variables such as age, race, cri- 

minal history, or personality. Then the parole 
violation rate is calculated after the end of a 
year; that is, the number of violators is divid- 
ed by the number initially released. 

The end result may be interesting, but it 

is also a long time in coming, often two or 

three years. Some of the possible usefulness of 

PVx may be illustrated if we turn back to Figure 
1. But now instead of its actual tabulation by 
race, let us imagine that we have graphed the 
PVx of experimental and control groups of paro- 
lees released during some month. Suppose fur- 

ther that the broken (that is, Negro) line was 
the experimental group, while the solid (that is, 

white) line was the control group; in this case 
one could see that there was a great impact by 
the treatment (however defined) used in the ex- 
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perimental group in the early months of parole, 
diminishing after the first half -year. On the 
other hand, if we reversed our imaginary study, 
so the experimental group was the solid line, 

and the control group was the broken one, there 
would be an immediate feedback that the treat- 
ment accorded the experimental group was disas- 
trous. Obviously, one does not expect an ex- 
perimental group to show such extreme results, 
but it may not be difficult to work out a pro- 
gram of sequential analysis in which an experi- 
ment could be terminated if the experimental 
group did not consistently show some benefit, 
month by month. 

CONCLUSION 

In this brief presentation, I have been 
able only to sketch an approach which may (or 

may not) be a useful addition to ways of study- 
ing parole and similar programs. The PV is no 
replacement for other statistics, and has its 
own limitations. For example, among its disad- 
vantages are the relatively large numbers needed 
during a short time period for the initial co- 
hort. On the other hand, it appears to have 
some advantages; for example, it may enable us 
to create a finer, month -by -month evaluation of 
follow -up. Fortunately, a closer look at its 
usefulness should require little expense. All 
that is necessary is the secondary analysis of 
existing studies of parole violation or equiv- 
alent populations with three issues in mind. 
First, as in our own Figure 1 by race, do dif- 
ferent groups show different characteristic 
curves; if they do, how is this related to the 
erraticness of Figure 2. Second, what is the 
correlation with monthly social indicators such 
as unemployment. Third, is the re- analysis of 
experimental and control groups. These second- 
ary analyses should indicate whether we have an 
interesting but useless idea, or whether there 
is some practical wisdom in considering it fur- 
ther. 

FOOTNOTES 

*The data for 1960 Illinois State Peninten- 
iaryparolees were originally gathered to update 
Parole Prediction Tables; however, all statements 
made are the responsibility of the author. Ill- 
inois unemployment statistics were provided by 
Virginia Peyton, Chicago Association of Commerce 
and Industry. 

1For example: Joan Havel and Elaine Sulka, 
Special Intensive Parole Unit, Phase III, Re- 
search Report No. 3, Research Division, Californ- 
ia Department of Corrections (1962), Figure 2; 

Nathan Kantrowitz, "Joliet -Menard 1960 Parolees ", 
Illinois Department of Public Safety, Bulletin 
of the Sociologist- Actuary, Number 2 (April 5, 
1963), Table 7; Frances H. Simon, Prediction 
Methods in Criminology, Home Office Research 
Studies Number 7, H.M.S.O. London (1971), Appen- 
dix I 

4Havel and Sulka illustrate what appears to 
be this approach. 



Table 1. Probability of Parole Violation For Men Released in January 1960 from Illinois Prisons 

(1) (2) (3) (4) (5) (6) 

Number of Months Total Number of Number of Parolees, who During Number of Parolees who 
Actually Under Parolees Remain- this month: violated Parole during 

Parole Supervi- ing Under Super a month as a Percent of 

were legally died while violated sion in the Free vision at the be- those who began the 
Community ginning of the freed from on Parole Parole month (Col 5 /Col 2) 

Month Parole 
at 

least 
but less 

than 

1 100 0 2 2.0 

2 98 0 o 1 1.0 
2 3 97 1 o 7 7.2 

3 4 89 0 o 1 1.1 

4 5 88 0 o 5 5.7 

5 6 83 0 o 4 4.8 
6 7 79 3 o 2 2.5 

7 8 74 0 o 3 4.1 
8 9 71 1 o 3 4.2 
9 10 67 1 o 1 1.5 

10 11 65 1 o 2 3.1 
11 12 62 0 o 3 4.8 
12 13 59 0 o 1.7 

13 14 58 2 o 2 3.4 

14 15 54 3 o 2 3.7 
15 16 49 0 o 1 2.0 
16 17 48 3 o 1 2.1 
17 18 44 5 o 1 2.3 
18 29 38 10 o 4 
30 and 24 

over 

Table 2. Probability of Parole Violation (per 100) By Race, Illinois Parolees, 1960 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
Midpoint of All Parolees White Negro 

Number of 
Months Total Number who PV Total Number who PV Total Number who PV 
Successful who violated (3)/(2) who violated (6)/(5) who violated (9)/(8) 
on Parole Began During the Began During the Began During the 

the Month the Month the Month 
Month Month Month 

0.5 1325 23 1.7 844 21 2.5 481 2 0.4 
1.5 1302 34 2.6 823 22 2.7 479 12 2.5 
2.5 1267 54 4.3 801 40 5.0 466 14 3.0 
3.5 1209 48 4.0 759 34 4.5 450 14 3.1 
4.5 '1155 49 4.2 722 38 5.3 433 11 2.5 
5.5 1100 40 3.6 682 30 4.4 418 10 2.4 
6.5 1045 33 3.2 644 22 3.4 401 11 2.7 
7.5 991 30 3.0 615 18 2.9 376 12 3.2 
8.5 930 27 2.9 585 22 3.8 345 5 1.4 
9.5 867 20 2.3 538 11 2.0 329 9 2.7 
10.5 835 23 2.8 522 19 3.6 313 4 1.3 
11.5 786 28 3.6 486 18 3.7 300 10 3.3 
12.5 738 19 2.6 456 9 2.0 282 10 3.5 
13.5 700 15 2.1 440 9 2.0 260 6 2.3 
14.5 655 12 1.8 410 7 1.7 245 5 2.0 
15.5 614 9 1.5 389 4 1.0 225 5 2.2 
16.5 582 8 1.4 370 3 0.8 212 5 2.3 
17.5 543 5 0.9 344 3 0.9 199 2 1.0 

319 



Table 3 

Probability of Parole Violation for Specific Months, 
by Month of Initial Release (per 100) 

Prob. of PV Probability of Parole Violation, By Cohort Released during the following 
for Month of: month of 1960: 

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

1960 Jan. 2.0 

Feb. 1.0 0.8 
Mar. 7.2 0.0 1.7 
April 1.1 4.2 2.6 4.0 
May 5.7 2.6 5.3 3.1 0.0 
June 4.8 2.7 4.7 6.5 0.8 5.7 

July 2.5 8.4 4.9 4.7 4.0 4.3 0.9 
Aug. 4.1* 3.1 1.0 4.9 4.2 1.8 2.8 2.0 
Sept. 4.2 1.1 3.2 1.3 4.4 1.8 1.0 2.0 0.0* 
Oct. 1.5 1.1 4.6 2.7 3.8 1.9 1.0 5.2 3.5 0.7 
Nov. 3.1 2.2 0.0 5.6* 3.0 1.9 5.9 5.5 3.6 5.1 1.8 

Dec. 4.8 4.8 1.3 1.5 4.2 4.0 2.1 2.4 5.7 4.6 2.7 0.8 
1961 Jan. 1.7 3.9 4.1* 6.3 4.7 4.3 7.8 7.2 2.0 2.4 3.7 3.4 

Feb. 3.4 4.1* 1.4 3.3 2.7* 3.5 0.0 2.6 4.2# 2.5 7.8 4.4 
Mar. 3.7 2.9 0.0 3.7 2.8 1.2 3.9 1.4* 4.3 3.4 4.2 7.3 
April 2.0# 3.2 1.6 3.9 1.5 1.3 4.3* 0.0 6.8 3.5 2.2 8.9 
May 2.1 0.0 1.7 2.0# 1.6 1.4 0.0 0.0 5.0 1.9 1.1 3.3 

June 2.3 0.0 0.0 2.2 1.6 2.8 3.1 3.2 0.0 2.9 1.2 0.0 
July 0.0 1.9 2.3 1.7 1.5 4.8 3.4 2.8 1.1 4.9 3.5 

Aug. 0.0 5.3 0.0 0.0 3.4 5.6 8.8 3.3 2.6 3.8 

Sept. 0.0 0.0 4.8 1.9 2.1# 0.0 5.7 0.0* 4.0 
Oct. 0.0 1.7 0.0 4.3 7.1 2.5 4.2 4.2* 

Nov. 0.0 2.0# 0.0 0.0 2.6 1.5 2.9 

Dec. 4.4 0.0 0.0 1.4* 0.0 1.6 

1962 Jan. 0.0 0.0 1.6 1.6 0.0 
Feb. 0.0 1.7 1.7 0.0 
Mar. 1.8 1.8 3.8 

Apr. 1.9 0.0 
May 

Number beginning 

0.0# 

Cohort 100 121 119 100 127 123 107 100 57 139 113 119 

* = fell below 75 for this month 
= fell below 50 for this month 
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Figure 1 

Probability of Parole Violation, by Race 

\ \ 
Negro 
White 

4 5 6 10 11 12 13 14 15 16 17 

Months Duration of Parole 

Source: Table 2 

Figure 3. Volume of Unemployment (in 000), Chicago Area and State of Illinois 
By Month, 1960 -1962 

J F M A M J J A S O N D J F M A M J J A S O N D J F M A M J J A S O N D 

1960 1961 1962 

a. Total Unemployment, Cook and DuPage Counties (Illinois) and Lake County (Indiana) 
b. Insured Unemployment, State of Illinois 
c. Insured Unemployment, Cook and DuPage Counties, Illinois 

Source: Research and Statistics Division, Chicago Association of Commerce and Industry 
(from data provided by U.S. Dept. of Labor -Bureau of Labor Statistics, Illinois State 
Bureau of Employment Security, and Indiana Employment Security Division) 
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1 

Figure 2 

Probability of Parole Violation, By Month Released and Duration (per 100) 

of Successful Parole Time 
Men Released on Parole During: 

January 

No=100 

10 July 

10" September 

N0=57 

May 

10" June 

No=127 

No=123 

l0' December 

No=119 

. s t I 

1 3 4 5 6 7 9 1011121314151617 0 1 2 3 4 5 6 7 8 9 101112131415 1617 

Source: Table 3 
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AN ANALYSIS OF THE EFFECT OF INCOME ROUNDING 
IN THE CURRENT POPULATION SURVEY 

by 

Joseph J. Knott 
Social and Economic Statistics Administration, Bureau of the Census 

This paper analyzes a form of income reporting 
bias caused by income sample survey respondents 
reporting income in rounded or approximate 
amounts. 

This paper makes 7 major points: 

1. An income rounding bias exists. 

2. Responses from "proxy" respondents show 
more bias than responses from persons 
who report their own income to the in- 
terviewer. 

3. The propensity to round is directly re- 
lated to income. 

4. Female persons have more tendency to 
round income data than male persons. 

5. The bias is found at all levels of in- 
come aggregation with respect to per- 
sons income. 

6. The bias may affect the usefulness of 
the CPS income data for some very 
specialized uses. 

7. There are several changes in procedures 
which will reduce the bias. 

Income Rounding Bias 

It is well known that in any sample survey in- 
volving voluntary responses, such as the CPS, 
respondents do not always report exact income 
data. In fact, interviewers are specifically 
instructed to accept a reasonable estimate 
rather than report the income item as a non- 
response or "NA" (not available). This esti- 
mation bias has never been to my knowledge 
specifically quantified, although its presence 
has been recognized by many researchers. As a 
resalt of this bias, when income is tabulated 
by intervals which are less than $1,000 wide, 
the interval containing an exact thousand dollar 
amount or an exact $500 amount shows on extra- 
ordinarily high reporting frequency. This bias 
is most easily illustrated by a bar graph by 
$100 intervals. (see graph 1) this rather pe- 
culiar distribution is at variance with any of 
the usual income size distribution models 
(normal, lognormal, log -log). 

Proxy vs Self Reporting 

In the CPS interview process interviewers are 
not required to interview every member of the 
household, but may accept information from a 
responsible and knowledgeable "proxy" respondent. 
There were 40,046 proxy respondents or 43.0 
percent of the 93,193 persons 14 years old and 
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over who responded to the March, 1970 CPS survey. 
As the horizontal percentages in table 1 show, 
over half of the responses for male persons were 
provided by proxy respondents, but only about 
30 percent of the responses for females persons 
were made by proxy respondents. 

The percent of total persons reporting income in 
the $n,000 - $n,099 (n =1 to .14) intervals who 
had proxy* respondents is higher in all 14 income 
intervals than the percent reporting for them- 
selves who reported in that interval. Above 
$4,000, the percent is higher than 25 percent in 
all intervals tabulated (see table 2). 

Propensity to Round Income Amounts 

The propensity to round income amounts is in 
general directly related to the amount of income 
in the $1,000 to $15,000 range. As table 2 
shows, the propensity to report income in the 
lowest $100 interval containing the exact thou- 
sand dollar amount increases as income increases. 
The tendency to round is very pronounced in the 
$10,000, $11,000, and $12,000 intervals. In 

several of the $1,000 intervals over 50 percent 
of the units reported the $n,000 to $n,099 in- 
terval (see table 2). 

Reporting by Male vs Female Persons 

In general, female self respondents have more of 
a tendency to report in the $n,000 - $n,099 than 
male self respondents. In only 4 out of the 14 
intervals are the percent of male higher or 
equal to the percent reporting in the lowest 
$100 of the $1,000 interval. (see table 2). 

Levels of Aggregation 

The income rounding bias is present at all levels 
of aggregation, from a single type of income 
for a person to total family income. As Table 
3 shows, the percent of persons reporting in the 
lowest $100 of an income class is higher for the 
individual income types than for total money 
income. This is true for both male and female 
respondents. The presence of the bias in total 
family income has been reported by this author 
in another paper. 

The degree in which the bias is present in per- 
sons total money income for persons and for 
total family income is the surprising aspect 
of the bias. It had been the assumption of 
this author and other researchers that as the 
eight individual income types were aggregated 
to total persons income and as persons income 
was aggregated to total family income, that 
the effect of the income bias would be greatly 
reduced if not elimated. However, it seem 

clear that the degree of the income bias exceeds 



the expected amount. 

Impact of the Rounding Bias 

In general the rounding bias does not affect the 
March income data greatly. The March income 
supplement to the CPS is designed to collect 
general statistics on the National level. In 
this sense, I doubt if the cost of collecting 
more precise data would be justified by the 
benefit derived. However, for some specialized 
researchers, this may not be the case. More and 
more the March CPS file is being used as a mi- 
crodata file and for these users the rounding 
bias may case problems. The possible impact of 
the income rounding bias on the analysis of the 
low income population and on econometric model- 
ing is pointed out below. Also the impact on 
income interval means and interpolation is dis- 
cussed. 

Economic Models 

One use of the CPS March file is as input to 
economic models to evaluate the cost of effects 
of various programs. This is usually done by 
assigning different elegibility is dependent on 
income, the income reporting bias could be re- 
flected by unexpected jumps in the number of 
eligibles as the qualification income threshold 
level is increases to include these discontinu- 
ous "Lumps" at thousand and five hundred dollar 
levels. I doubt that the income reporting bias 
would seriously effect the overall conclusion, 
but for specialized types of analysis it may. 

Possible on Analysing Low Income 
Population 

Since the low income thresholds are adjusted by 
the Consumer Price Index (CPI) each year, the 
rounding bias could cause abberations in the 
numbers of families classified as low income. 
For example, an increase in a low income thres- 
hold from 3,899 to 3,999 will increase the num- 
ber of low income families less than an increase 
from 3,999 to 4,099. However, this aspect of 
the income rounding bias requires more analysis 
before its effect on changing the number of low- 
er income families can be understood. 

Income Interval Means 

Another consequence of rounding reported income 
values is that the income class interval means 
are depressed. It is the "usual" practice to 
tabulate income in $1,000 or $500 intervals 
expect for high income values. For the inter- 
vals close to the class containing the mode in- 
come value, one can assume that the actual in- 
come values are distributed in the manner shown 
below. For the income class intervals below the 
mode (class ab for example), it is expected that 
the class means would fall above the midpoint 
6051<b+21. For the income class intervals above 

2 the mode (cd for example), it is 
expected that the class mean would fall below 
the midpoint (cd, c+d) 

. 
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Mode 

Density increasing Density decreasing 

a d 

However, this is not the case for class interval 
below the mode. As table 4 clearly shows the 
class intervals below the median (assumed to be 
close to the mode) the tabulated class falls well 
below the midpoint in the March Current Popula- 
tion Survey (CPS) income data. The Internal 
Revenue Service class means (table 4) falls 
slightly below the class midpoint but are much 
closer to the expected value than the CPS. The 

IRS data may also indicate some slight tendency 
for money to be paid in round amounts. 

Interpolation for Median Income 

It is standard practice to assure a linear dis- 
tribution within a income class for the compu- 
tations of the median income value. Ar can be 
seen from the $100 interval bar graph this ap- 
pears to be wrong assumption (see graph 1 -3). A 
negative exnonentialfunction (y in e -x) would 
be a better fit for the observed $100 interval 
values within a $1000 income class. However, 
since I believe the observed reporting pattern 

to be the result of a rounding bias, the assump- 
tion of a linear distribution may more closely 
conform with the true income distribution in the 

real world. 

Reduction of the Income Bias 

The income rounding bias could be reduced by 

several modifications in the instructions cover- 
ing the field work on collecting the data. These 

are: 

1. the extent possible, interview the 

respondent personally. 

2. To the extent possible, encourage the 

respondent to consult records for exact 
amounts rather than relying on memory. 

3. Interviewers should be less willing to 

accept estimates. 

While these modifications will reduce the income 
rounding bias they will also increase cost of 
field work and probably increase the income non- 
response rate. These tradeoffs would have to be 
considered implementing the proposed modifica- 
tions. 

Tabulation Modification 

The importance of the bias can be reduced by 
tabulating data in $1000 intervals which start 



with the $500 level. For example, under $500, 
$500 to $1499, $1500 to $2499, $2500 to $3499, 
etc. Also it must be recognized that tabulation 
by intervals less than $1000 in size will result 
in some distortion of the data. 

Conclusions 

The data presented in this paper clearly show 
the presence of an income rounding bias. The 
hypothesis that the bias is caused by respondents 
reporting in exact thousand dollar amount and to 
a lesser extent in exact five hundred dollar 
amount has been established but not proven. 
Further investigation of this subject is being 
planned. This will require tabulation of per- 
sons reporting exactly an exact thousand dollar 
amount and file hundred dollar amount. 

Index of Income Concentration in the 
1970 Census of Population and Housing", 
Joseph J. Knott, ASA Proceedings of the 
Social Science Section 1971. 

Table 1.-- Respondents 14 Years Old and Over by 
Sex and Self vs. Proxy Reporting 
Status in 1969 

Total Self Proxy 

Total 93,192 53,146 40,046 
Male 42,619 17,614 25,005 
Female 50,573 35,532 15,041 

Horizontal Percent 
Total 100.0 57.0 43.0 
Male 100.0 41.3 58.7 
Female 100.0 70.3 29.7 

Vertical Percent 
Total 100.0 100.0 100.0 

Male 45.7 33.1 62.4 
Female 54.3 66.9 37.6 

Table 2.-- Number of Units Reporting Total Money in the $n,000 - $n,099 Interval as a Percent of the 
Units in the $n,000 - $n,099 Interval by Self and Proxy 

of Units $n.000 - Intervals 

Total Money Income Total Male Female 

Self Proxy Self Proxy Self Proxy 

$1,000 - $1,999 14.0 16.1 11.6 15.1 15.1 18.4 

$2,000 - $2,999 16.8 20.1 14.3 18.7 18.1 22.2 

$3,000 - $3,999 18.7 20.7 17.4 19.3 19.4 22.7 

$4,000 - $4,999 20.2 22.0 18.9 20.7 20.9 24.1 

$5,000 - *5,999 22.1 25.3 21.1 22.9 23.0 31.3 
$6,000 - $6,999 23.6 26.1 21.7 24.7 25.7 32.8 
$7,000 - $7,999 18.9 24.2 19.0 22.8 18.7 35.1 

- $8,999 24.0 27.7 23.4 27.1 25.6 35.2 
19,000 - $9,999 22.7 28.5 22.5 27.9 23.8 40.7 
$10,000 - $10,999 29.8 35.3 29.8 35.4 29.8 54.2 

$11,000 $11,999 27.5 31.1 28.3 30.7 23.2 42.4 

$12,000 - $12,999 32.7 40.3 32.1 39.9 36.2 52.0 

$13,000 - $13,999 26.6 31.6 26.0 30.9 31.2 58 :3 

$14,000 - $14,999 26.7 28.5 27.0 28.4 24.3 40.0 

NOTE: See Table 3 for details. 
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CAUSES OF DIFFERENTIALS IN EARLY LABOR MARKET SUCCESS AMONG YOUNG WOMEN* 

Andrew I. Kohen and Roger D. Roderick 

Center for Human Resource Research, The Ohio State University 

I INTRODUCTION 

This paper is part of a larger research effort to 

identify the causes of differentials in early labor 

market success among youth. Here, we are primarily 

interested in (a) the effect of education, independent 

of ability, on early labor market success, and (b) 

white -black differentials in the determinants of early 

labor market success, where our measure of "success" is 

hourly earnings. For the most part, the extensive 

literature on women's wages consists of descriptions of 

male - female pay differences and attempts to answer 

questions concerning discrimination (1, 3, 6, 10, 11, 

12, 14) .1 Our results are both relevant to those 

issues -- indeed, such issues are central to our larger 

project- -and of interest in their own right. Further- 

more, we believe that the youth dimension in our study 

is of special import, for just as it has been shown that 

early encounters with unemployment have consequences for 

subsequent labor force experience (8), we contend that 

the wage rates received early in onets work history have 

an impact upon later experience. 

II CONCEPTUAL FRAMEWORK 

Our examination of differentials in early labor 

market success is by means of a two -equation, recursive 

model, with educational attainment as the dependent 

variable in the first equation and labor market success 

as the dependent variable in the second. Our explanatory 

variables are race, family background, ability, health, 

quality of education, and (for the second equation) 
quantityof education. Being black is expected to have a 

negative effect upon both educational attainment and 

labor market success, in that it is expected to reflect 

any existent racial discrimination (current or past) and 

any resultant intercolor variations in norms and 

attitudes. For reasons discussed below, each equation 

is run separately for whites and for blacks, rather than 

entering race as a dummy explanatory variable. Family 

background is expected to be positively related to both 

dependent variables, as a result of heredity and 

financial and environmental support. Ability is also 

presumed to bear a direct relationship to both education 

and labor market success. While we would anticipate 

good health to be associated positively with labor 

market success, it is not clear what sign to expect in 

its association with years of education completed. On 

the one hand, youngsters with severe health problems 

are often unable to continue in school. On the other 

hand, the foregone earnings cost of continuing school is 

probably considerably lower for them than for youth 

without disabilities.2 Quality of schooling is 

hypothesized to be positively related to both dependent 

variables. Products of "better" schools should be more 

likely to be both motivated to seek and able to attain 

additional education, and should be better equipped for 

success in the labor market. Similarly, because we 

anticipate positive returns from investment in education, 

we expect the coefficient of education to be positive 

in the labor market success equation. 
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III THE DATA BASE 

The universe under consideration here is a subset 

of a larger, national sample of women who were 14 to 24 

years of age when interviewed in January /February 1968. 

The sample is a multi -stage probability sample selected 

from the civilian noninstitutionalized population of 

women within the prescribed age limits, and is a part of 

the National Longitudinal Surveys of labor market and 

educational experiences.3 Data for all variables other 

than ability and quality of schooling were obtained 

through personal interviews conducted by the Bureau of 

the Census. Data on ability and quality of schooling 

were obtained through a mailed survey of the high 

schools attended by all 14- to 24- year -old male and 

female respondents in the National Longitudinal Surveys 

panels. 

The characteristics of the available data base are 

such that we are both permitted and constrained to 

focus on a rather narrow universe of young women. This 

universe is specified as follows: females 18 to 24 

years of age in 1968 who were employed as wage and 

salary workers and who were not enrolled in school at 

the time of the survey. The universe is further 

confined to those who had attended at least the first 

year of high school (the 9th grade) because the sources 

of our measure of mental ability were the records of 

secondary schools. The minimum age and enrollment 

status criteria were chosen so as to permit a reasonable 

range of occupations to be represented and to exclude 

those teenagers whose principal labor force activity is 

the rather casual occupation of babysitting. The 

employment status restriction was imposed after some 

experimentation with the data. We concluded that the 

value of a larger sample size would be outweighed by 
the costs of having to adjust the wage rates of the 

nonemployed for the effects of inflation. That is, for 

those unemployed or out of the labor force, strict 

comparability of measurement would have required dating 

their most recent job and adjusting the wage rate on 

that job for price level changes between that date and 

January /February 1968. In some cases the most recent 

job might have been held as much as five years prior to 

the survey. 

IV METHODOLOGY 

Specification and Estimation of the Model 

As a first approximation to the complex nexus of 

variables which causes "early labor market success" 
among young women we employ a two -equation, recursive 

model. It can be stated as follows: 

(1) EDU F (RACE, SEL, SIBS, IQ, HLTH, QUAL) 

(2) LMS = G (RACE, SEL, SIBS, IQ, HLTH, QUAL, EDU) 

where each functional relationship indicates a linear 

structural equation. The acronyms are defined below in 

the discussion of the measurement of the concepts. This 

format was prompted by several factors. First, there 

seems to be a growing recognition among economists that 



single -equation models are inadequate to describe and 

explain the effects of schooling upon earnings (5, 9). 

Second, sociologists interested in similar hypothetical 

causal structures have found at least a modicum of 

success with the recursive structure, especially when 

interested in examining direct and indirect effects (2). 

Third, because of the recursive -structure hypothesis, the 

parameters of the structural equations can be estimated 

using ordinary least - squares regression analysis (7), 

which is a low -cost, convenient starting point. Finally, 

the multiple- equation format permits us to examine both 

direct and indirect effects of some variables.4 It 

should be recalled that the parameters of the model are 

estimated and shown separately for whites and blacks.5 

This estimation procedure reflects our belief that race 

interacts with the other determinants of success.6 

Measurement of the Concepts? 

Labor market success (LMS) The measure of success 

used here is hourly rate of pay on current job. It 

differs from a "contract wage" because the time unit in 

which a respondent reported her earnings was at her 

discretion. If she reported it in other than hourly 

terms, the figure was converted to weekly units and 

divided by the usual number of hours she worked per week. 

Although the measure ignores psychological dimensions of 

success, it seems to us to be the most appropriate 

measure of economic success. Annual earnings is a more 

commonly used measure, but seems inferior to us because 

it is "contaminated" by the effects of annual hours of 

work which may or may not be positively related to 

success. The young woman who seeks and obtains part -year 

or part -time employment may be considered as "successful" 

as her counterpart who is employed full time all year. 

The social stigma which is applied to out -of- school males 

who are out of the labor force a significant part of the 

year does not seem to be applied to comparable females, 

even if they are unmarried. 

Amount of schooling (EDU) The amount of schooling 

completed is measured as a continuous variable in units 

of single years. Although nonlinearities in the effects 

of schooling (e.g., "sheepskin" effects) may exist, we do 

not test for them here. 

Quality of schooling (QUAL) We operationalize 

this concept in an index based on the following 

characteristics of the last secondary school attended by 

the respondent: per -pupil availability of library 

facilities, guidance counselors /100 pupils, pupils /full- 

time teachers, and starting salary of an inexperienced 

teacher with a bachelor's degree. The last variable is 

not school- specific. Rather, it refers to district -wide 

schedules for the 1967 -1968 academic year and was 

adjusted for inter -area differences in price levels in 

1967. The quality index is conceived purely in 

ordinal terms and was constructed to correspond to the 

assumption that schools from which the data were obtained 

are normally distributed with respect to quality. The 

final scaling of the index assigned a range of values 

of 1 -11 where: 1 lowest 1 percent of the quality 

distribution, 2 = next higher percent, 3 next higher 

7 percent, 4 next higher 12 percent, 5 - next higher 

16 percent, 6 middle 20 percent, etc. 

Family background (SEL and SIBS) Family back- 

ground is operationalized in two variables, i.e., an 
index of the socioeconomic level of the parent family 

(SEL) and number of siblings of the respondent (SIBS). 
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The index is a simple average (mean 10.0, s.d. = 3.0) 

of the linearly transformed values of the following 

measures: father's education, mother's education, - 

education of oldest older sibling, father's occupation, 

and availability of reading material in the home of 

orientation. In order to preserve data cases, we permit 

the index to be computed for any respondent who provided 

information on at least three of the five components. 

For the sake of computational convenience, the number of 

siblings is excluded from the index but included 

separately in the estimating equation. 

Mental ability (IQ) Our measure of mental 

ability is a standardized measure derived from the score 

on one of many tests of mental capacity reported by the 

secondary schools. For the entire sample of young 

people (male and female) for whom the data were col- 

lected, the variable was scaled to a metric which is 

conventional in educational testing- -i.e., mean - 100, 

s.d. = 16. A lengthy analysis of pooling scores from 

different tests has been performed which establishes the 

legitimacy of the technique for this type of empirical 

research (9). 

Health (HLTH) The measure of health condition 

used here is a dummy variable (1 = "unhealthy ") based on 

self- reported physical limitations on current work 

activity. The measure is less than ideal as a proxy for 

health conditions which might have affected school 

attendance, and in future work we intend to attempt a 

refinement of it based on the duration of the professed 

limitation. 

V DISCUSSION OF FINDINGS 

In the educational attainment equation for whites, 

all of the variables except HLTH are significant and all 

have the hypothesized signs (Table 1). In sum, the 

equation explains 24 percent of the variance in 

educational attainment. The nonsignificance of the 

health variable should be interpreted with caution. 

First, there are the measurement problems mentioned 

above. We are unable to relate the timing of the 

reported health limitation to the respondent's period of 

school enrollment. Furthermore, we have no knowledge of 

the nature of the reported health impairment. Second, 

nonsignificance may result from two offsetting impacts 

of poor health: some of the unhealthy young women may 

not be physically or mentally capable of continuing in 

school, while others may be induced by the relatively 

lower opportunity costs to stay in school. 

For blacks, the explanatory power of the equation 

is substantially less than for whites, i.e., it accounts 

for only 10 percent of the variance in educational 

attainment. There are also other major intercolor dif- 

ferences in the equation. For blacks, the only 

variable which is significant at conventionally accepted 

levels is IQ. Examination of (a) the zero -order 

correlation among the regressors and (b) several 

different sequences of entrance of the variables into 

the equation indicates that the nonsignificance of 

family background8 and school quality9 is "real" rather 
than a product of collinearity. 

In the wage equation for whites the R 
-2 

is .167 and 

only the coefficients for EDU and SIBS are significant. 

The direction of effect is as hypothesized in both 

instances. For the blacks, EDU, IQ and QUAL all have 

significant coefficients, again in the hypothesized 



Table 1 Regression Results for Model F -1: Out -of- School Females 18 to 24 Years 

of Age in 1968 Employed as Wage and Salary Workers 

(t- ratios) 

Dependent 

variablea 

Explanatory 

variableb 

EDU (years) LMS = WAGE (cents /hour) 

WHITES BLACKS WHITES BLACKS 

EDU c +16.6 +19.1 

(9.41) (5.00) 

IQ +.04 + .03 + .1 + 1.1 

(7.94) (3.12) (0.30) (2.50) 

SIBS -.07 -.05 - 2.1 + .1 

(2.65) (1.04) (1.78) (0.50) 

HLTH +.01 -.47 + 2.9 +15.9 

(0.02) (0.92.) (0.25) (0.71) 

QUAL +.07 -.09 + .4 + 5.9 
(2.56) (157) (0.31) (2.26) 

SEL +.25 +.08 - .9 - .8 

(7.29) (1.33) (0.58) (0.31) 

CONSTANT +6.12 9.68 - .4 -175.1 

R 
2 

.237 .099 .167 .219 

F- ratio /S.E.E. 38.4/1.39 4.06/1.38 21.0/59.9 7.56/61.4 

N 602 141 602 141 

a See text for definition of dependent variables. 

b See text for definition of explanatory variables. 

Variable did not enter equation as explanatory factor. 

directions. Here, the R2 is somewhat higher, .219. Of 

particular interest is the intercolor differential in 

the effect of ability on earnings. It is substantially 

more important for young black women; evidence, perhaps, 

of an element of racial discrimination in the labor 

market. For example, the fact that a white job applicant 

has received a high school diploma might alone be suf- 

ficient to secure employment for her, whereas only the 

most able of the black graduates might be accepted for 

that same job.10 

It should be noted at this point that the 

explanatory powers of the above equations differ as 

between whites and blacks. In the education equation we 

are able to explain more of the variance among whites 

than among blacks, whereas in the wage equation the 

reverse is true. Additionally, the intercolor dif- 

ference is far more striking in the education than in the 

wage equation. 

The notable intercolor difference in the behavior 

of the measure of mental ability prompts us to examine 

it in somewhat greater detail. Given the causal order- 

ing embodied in our model, the "total" effect of IQ on 

WAGE net of all prior factors can be decomposed into a 

direct effect (i.e., the regression coefficient shown 

in Table 1) and an indirect effect.11 The latter is 

obtained by computing the effect of ability on hourly 
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earnings through education. If we categorize the 

variables in our model into I(IQ), E(EDU), W(WAGE) and 

0(OTHER), the total effect of I on W can be seen as 

The decomposition of this total effect implied 

by our model is as follows: 

+ (bWE.IO) 

The first term on the right -hand side of the equation is 

the net, direct effect and the second term is the 

indirect effect. 

Using the estimated regression coefficients to 

compute the total effect of IQ on WAGE for whites and 

blacks yields values for of .6¢ and 1.6¢, 

respectively. This suggests that ability is about three 

times as important in the determination of the wages of 

young black women as in the determination of the wages 

of young white women. While this difference is by no 

means trivial, it is certainly more reasonable than the 

relative difference of 24:1 (if for whites is 

assumed 0) or of (if bWi.EO is assumed = 0). 

Furthermore, it indicates that the size of the indirect 

effect of mental ability, through schooling, is about 

the same for white and black women. 



Finally, because in general woments wages are 

affected by their concentration in lower paying 

occupations, we have begun to explore the effect of 
occupational assignment upon our estimates. To examine 
this effect, we first employed a dummy variable 
representing "atypicality of occupation,i12 because 
there is some evidence that women in occupations where 
the proportion of female employment is low are likely to 
receive higher wages than those in occupations where 
women make up a large proportion of the work force (3, 

4, ii, 12, 14). Whenthis atypicality variable was added 
to the wage equation we found that, among whites,13 
those employed in atypical occupations earn approximately 
13 cents per hour more than do their counterparts holding 
more traditional female jobs. 

We then expanded our exploration to include a full 

set of interaction terms between atypicality of 
occupation and the other determinants of hourly rate of 
pay. Previous work (13) had suggested that the back- 
ground characteristics of young women in atypical oc- 

cupations were sufficiently different from those of the 
respondents in typical jobs to warrant testing for the 
existence of these interactions. The final equation 

containing only significant interaction terms is shown 
below (values in parentheses are t- ratios). 

WAGE = .7 + 17.5 EDU - .2 IQ - 2.1 + 1.3(IQ)(ATYP) 

(10.2) (0.69) (1.84) (2.62) 

- 10.0 (EDU)(ATYP) 

(2.38) 

This equation shows that, in terms of labor market 
success, education is less important for the atypicals 
than for the typicals, while ability is more important. 
More so than in traditional "women's work," the labor 
market success of a young woman who enters an atypical 
occupation is a function of her ability rather than 
merely the amount of schooling she completes. 

VI SUMMARY 

We have hypothesized and tested a two -equation, 
recursive model to identify the determinants of early 
labor market success among young women, where success is 
operationalized as hourly earnings. For the most part, 
the explanatory variables included in the model performed 
in accordance with our expectations. The principal 
exception was the consistent nonsignificance of the 
measure of health condition, although for reasons 
discussed earlier we caution against strict interpre- 
tation of our results for this variable. Another 
unexpected finding was that family background does not 
play a significant role in determining the educational 
attainment of young black women. It should be recalled 
that this applies only to those young women who at least 
enter high school, and that nearly one of every eight 
black women in the age range of our study did not go 
beyond the eighth grade (15). Each of our measures of 
mental ability, amount of schooling and quality of 
schooling exhibit significant direct effects on hourly 
earnings for one or both of the color groups. 

The several black /white differences revealed by the 
regression analysis provide Prima facie, if not 
statistically rigorous, support for our belief that race 
interacts with other determinants of labor market 
success. One of the intercolor differences is in the 
explanatory power of the model, i.e., we are able to 
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explain more of the variance in success among blacks 

than among whites, but just the reverse is true for the 

educational attainment equation. Our results indicate. 

also that mental ability has both direct and indirect 

effects on the early success of young black women, but 

only an indirect impact for their white counterparts. 

We have suggested that finding a significant direct 

effect of ability for blacks but not for whites may be 

evidence of racial discrimination in the labor 

market- -i.e., the "creaming" of only the most able 

blacks. 

Our brief exploration of the role of occupational 

assignment in the determination of hourly earnings 

indicates that young white women in atypical occupations 

receive higher wages and that their labor market success 

is more likely to be dependent upon ability than is the 

success of their counterparts in traditional women's 

occupations. Finally, the net effect of years of 

schooling is significantly lower for young women in 

atypical occupations than for those holding more 

conventional occupational assignments. 

FOOTNOTES 

This paper is based on data from the National 

Longitudinal Surveys, a project sponsored by the 

Manpower Administration, U.S. Department of Labor, under 

the authority of the Manpower Development and Training 

Act. Researchers undertaking such projects are 

encouraged to express their own judgment, thus inter- 

pretations or viewpoints stated in this document do not 

necessarily represent the official position or policy 

of the Department of Labor. 

item numbers in text and footnotes refer to 

numbered reference items. 

2The sign of the estimated coefficient can to 

test the relative power of these competing hypotheses. 

Of course, a nonsignificant coefficient does not resolve 

the ambiguity. 

3For a detailed description of the sampling design 

and the complete interview schedule see (15). 

4Ameng the alternative specifications of the model 

which will be examined in the larger study of which 

this is a part are multiplicative equations and the 

hypothesis that the system is more appropriately viewed 

as simultaneous. 

5The term "blacks" refers here exclusively to 

Negroes. The nonwhite nonblacks in the sample were 

purposely excluded in order to focus on Negro -white 

differences. 

6Unfortunately, we are unable to subject this 

belief to rigorous statistical testing because the 

computer technology available to us at the present time 

does not permit precise consideration of the fact that 

blacks were oversampled relative to whites in the ratio 

of 3:1. We expect, however, that this technological 

bottleneck will be eliminated in the near future. 

7For means, standard deviations, and zero -order 

correlations for the variables described below, see 

Appendix Table 1. 



8Previous tabular analysis of the relationship 

between family background and educational attainment, 

using slightly different measures of the former, produced 

similar results (15, pp. 30 -32). 

91n an earlier version of this paper we had suggested 

that a black -white differential in graduation from 

vocational high schools might be responsible for the 

unexpected sign of QUAL in the education equation for 

blacks. However, re- estimation of the equations including 

variables representing vocational school enrollment did 

not confirm this speculation. 

1OBecause we believed that both statistical and 

"real" interrelationships among the regressors could be 

leading our interpretations astray, we re -ran both 

equations, entering only the variables which were 

significant in the model specified above. For both the 

wage and education equations, the results produced by 

the re- estimation were virtually identical to those 

from the original run. 

11This 
decomposition is analogous to those performed 

using beta weights or path coefficients and can also be 

derived by applying the conventional "omitted -variable" 

formula (5). 

12The 
categorization of occupations as "atypical" 

or "typical" for women was based on the occupational 

distribution of women in the labor market as of the 

1960 Census. At that time women comprised 32.8 percent 

of the U.S. labor force; thus those occupations for 

which the proportion of female incumbents was less than 

that percent were classified as "atypical" for women. 

For a complete description of the variable and examples 

of atypical occupations see (14, pp. 3 -4). 

13We did this only for whites because the number 

of sample cases of blacks in. atypical occupations was 

too small for confident analysis. 

REFERENCES 

(1) Ashenfelter, Orley. "Changes in Labor Market 

Discrimination Over Time." Journal of Human Resources, 

V (Fall 1970), 403 -30. 

(2) Duncan, Otis Dudley, David L. Featherman, and 

Beverly Duncan, Socioeconomic Background and 

Occupational Achievement: Extensions of a Basic Model 

(Washington, D.C.: U.S. Department of Health, 

Education, and Welfare, Office of Education, 1968). 

(3) Fuchs, Victor R. "Differences in Hourly 

Earnings Between Men and Women." Monthly Labor Review, 

XCIV (May 1971). 9-15. 

(4) Gordon, Margaret S. "Women in the Labor 

Force." Industrial Relations, VII (May 1968), 187 -92. 

(5) Griliches, Zvi, and William Mason. "Education, 

Ability, and Earnings." Discussion Paper No. 207, 

Harvard Bureau of Economic Research, Cambridge, 

Massachusetts, October, 1971. 

(6) Gwartney, James, and Richard Stroup. "Sex 

Discrimination in Employment: The Man or the Myth." 

Paper presented at Western Economic Association Meetings, 
August, 1971. 

333 

(7) Johnston, J. Econometric Methods (New York: 

McGraw -Hill Book Co., Inc., 1963). 

(8) Kalachek, Edward. The Youth Labor Market, 

Policy Papers in Human Resources and industrial 

Relations, No. 12 (Ann Arbor, Michigan: University of 

Michigan, Institute of Labor and Industrial Relations, 

1969). 

(9) Kohen, Andrew I. "Determinants of Early 

Labor Market Success Among Young Men: Race, Ability, 

Quantity and Quality of Schooling" (Ph.D. Dissertation, 

The Ohio State University, 1972). 

(10) Kreps, Juanita. Sex in the Marketplace: 

American Women at Work (Baltimore, Maryland: Johns 

Hopkins Press, 1971). 

(11) McNulty, Donald J. "Differences in Pay 

Between Men and Women Workers." Monthly Labor Review, 

XC (December 1967), 40 -43. 

(12) Oppenheimer, Valerie Kincade. "The Sex - 

Labelling of Jobs." Industrial Relations, VII (May 

1968), 219 -34. 

(13) Roderick, Roger D. and Joseph M. Davis. 

"Correlates of Atypical Occupational Assignment" 

(Columbus, Ohio: The Ohio State University, Center for 

Human Resource Research, 1972). 

(14) Sanborn; Henry. "Pay Differences Between 

Women and Men." Industrial and Labor Relatipns Review, 

XVII (July 1964), 534 -50. 

(15) Shea, John R., Roger D. Roderick, Frederick 

A. Zeller, and Andrew I. Kohen. Years for Decision, 

Vol. I, U.S. Department of Labor, Manpower Administration, 

Manpower Research Monograph No. 24 (Washington, D.C.: 

U.S. Government Printing Office, 1971). 



Appendix Table 1 Means, Standard Deviations and Zero -Order Correlation Coefficientsa 

for Variablesb in Labor Market Success Model, by Color: Employed 
Nonstudent Females 18 to 24 Years of Age in 1968 Who Had Completed 

at Least 8 Years of Schooling 

Whites 

EDU IQ SEL SIES HLTH QUAL WAGE 

Blacks 

Mean S.D. Mean S.D. 

EDU (years) 12.6 1.6 30 16 -17 -06 -13 44 12.3 1.4 

IQ (index) 104.6 12.3 38 17 -20 09 -07 30 91.4 12.5 

SEL (index) 9.0 1.8 38 25 -22 -03 14 10 8.3 2.1 

SIBS (persons) 2.7 2.1 -19 -11 -20 05 01 -10 4.1 2.8 

HLTH (percent) 4.7 21.2 -04 -08 -06 01 -02 -06 5.7 23.2 

QUAL (index) 5.9 2.0 10 01 03 -01 02 11 6.0 2.0 

WAGE (cents /hour) 200.6 65.6 41 16 15 -14 -01 05 190.3 69.5 

a Correlation coefficients for whites are below the main diagonal and those for blacks 

are above the main diagonal. Decimal points are omitted from the coefficients. 

b For definition of the index units of measurement see text. 
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ON THE ESTIMATION OF FUNCTIONAL RELATIONSHIPS FOR A FINITE UNIVERSE 
J. C. Koop, Research Triangle Institute, N. C. 

1. Introduction 

In the modern theory of least squares, and 
the theories from which it evolved [12], the 

notion of residuals or the somewhat kindred 
notion of errors estimation, both of which have 
a strong empirical basis, play a basic role 
[2, 3]. Either one of these notions, in their 
relevent context, with the twin principles of 
unbiasedness and minimum variance, yield the 
solutions to the problems of fitting curves or 
surfaces, or adjustment of observations. 

In this connection, in the theory of re- 
gression for sample surveys presented by Konijn 
[6], the notion of residuals also plays a basic 
role, plus either of the following assumptions: 

(i) "the population...itself con- 
stitutes a proportionate stratified 
sample from a (conceptually) infinite- 
ly large population of individuals 
with similar behavior. This makes 
the residual z" (equal to y - a - 
in his notation) "an ordinary random 
variable, in the sense of a drawing 
from an infinite population, uncorre- 
lated with each x and with zero mean," 
and (ii) "for any given individual in 
the finite population the condition- 
al mean of y given x is linear in x, 
and . . . the deviation z correspond- 
ing to a given individual and for a 
fixed value of x represents one 
realization among a class of potential 
fluctuations about this individual's 
conditional mean y for any fixed x'', 

each leading to two fifferent linear models 
proposed by him. 

Recently Godambe and Thompson [5] intro- 
duced with much ingenuity the notion of "error" 
vector for their "attempt to show how the 
regression analysis generally used for hypo- 
thetical populations can also be validated for 
the actual populations commonly dealt with in 
statistical surveys" by starting their arguments 
with the assumption which they stated as 
follows: 

"Suppose that for every unit i(í =1,.., 
N) of the population we have knowledge 
a priori (i.e. before any sampling is 
done) of the (real) value yi associated 

with the unit i(i =1,..,N) of some 
auxiliary variate y ". 

Their arguments for arriving at the "error" 
vector are different from those of Konijn of 
whose work they do not appear to be aware. 

However, in the theory presented in section 

2, these restrictive concepts of residuals or 
errors (restrictive, because other than the 

dependent random variable other random variables 
pertaining to the units of the sample would 
have to be known or to remain fixed) do not play 
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any role. Rather, the notion of the ascribed 
(or hypothesized) line, surface, or hypersurface, 
with variables that are not random variables, 
passing through the centroid,* the statistics of 
which have desirable properties in the context 
of sample survey theory, plays an important role. 
The latter notion immediately leads to the 
random function, which plays a key role as 
illustrated in the example of section 3. 
Further the present theory has a different 
empirical basis from that of least squares. In 
sequel it will appear that the logical basis of 
this theory, characterized by an economy of 
principles and assumptions, is different from 
those of Konijn, Godambe, and Thompson. 

In regard to principles, what is common 
between the theory presented in section 2 and 
least squares is the Gauss- Laplace principle 
of minimum variance. Because of this circum- 
stance, in the matter of fitting a straight line 
(or any plane), for the case of a single stratum 
or universe, despite the difference in approach, 
the end results agree, when the line is made to 
pass through the estimated centroid. This agree- 
ment is evidenced by equation (27). 

Thus so far in the literature of statistical 
theory and methods, a theory of functional 
relationship which directly recognizes the 
circumstance that all values observed on the 
units of a probability sample from a finite 
universe are random variables does not exist. 
The theory presented in section 2, which is 
fairly general, is an attempt to fill this gap, 
and is an elaboration of the two concise state- 
ments [9, 10] made by the writer more than 
eight years ago. 

One illustration of the theory given in 
section 3 has obvious applications, for example 
in studying relations between income and expend- 
iture in consumer expenditure surveys carried 
out by methods of statistical sampling, and 
doubtless other sociological surveys similarly 
carried out. 

2. Theory 

There is a finite universe U composed of N 
identifiable elements {ui: i =1,2,...,N} which 

are the ultimate units of sampling. These 
elements may be directly identifiable as single 
units, or identifiable indirectly as distinct 
members of larger units. The (12) measurable 
characteristics (variate values) of unit ui are 
(xi, yi, zi...), and for the purpose of 

* 
This idea was used by Boscovich as early as 

1757 in fitting a line by his method of mini- 
mizing the sum of the absolute deviations [2]. 

I must thank Dr. Churchill Eisenhart for the 
gift of his paper on the work of 
Roger Joseph Boscovich. 



this paper we assume that they can be measured 
without error. 

A de facto functional relationship exists 
between the conjoint values of the respective 
characteristics of each element ui as soon as the 

corresponding sets of finite values are defined 
as ordered t- tuples, and the whole (finite) 
collection of such t- tuples 

(1) {(yi.xi,zi,...): 

defines this functional relationship completely 
in a mathematical sense. The way of expressing 
the functional relationship at (1) may be in- 
terpreted to mean that the first coordinate y, 
in some sense, depends on the remaining -1 
corrdinates (x,z,...); this formulation is 
sufficient to initiate the next statement of the 
problem and also to suggest the possibility of 
casual relationships in the context of problems 
in the real world. 

Obviously such a function is discontinuous, 
but the theoretical possibility that it can be 
satisfactorily approximated by some continuous 
(real) function remains open. 

Generally such a (hypothetical) function 
approximating the de facto function, and pur- 

porting to show the relationship between the 
variate values of the elements of the universe 
may be expressed as a multivariate polynomial 
(of some prescribed degree with para- 
meters, 

P- 
but less than the number 

of observations, viz, 

(2) 

where the domains of the R -1 arguments, X,Z,..., 
whatever they may be, are such that each includes 
the respective domains of x,z,... . The -1 

domains of x,z,... are defined by the extreme 
values relevant to each marginal distribution. 
The domain of Y will be determined by + f. 
We stress here that since the (Y, X, Z, ?..)'s 
are not in one -to -one correspondence with any 
probability measure, they are ordinary variables 
despite the fact that their domains cover the 
domains of (y,x,z,...) which later are found to 
be strictly random variables. The form of the 
polynomial relationship between Y and X,Z,... 
may be suggested by previous information and /or 
that of the sample drawn for its estimation. 
The reader may now see that any of the 
variables may be chosen as the dependent 
variable so that in general different formula- 
tions similar to (2) are possible. The user of 
the theory will have to decide which of the 
formulations is revelant in the context of his 
problem. It may very well be that more than one 
formulation is revelant. Obviously the question 
of relevance, in problems of specific applica- 
tions of the theory, is something outside the 
scope of a general mathematical -statistical 
theory. What, in sequel, will appear important 
for the development of the theory is that f 
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is linear in the -1 unknown parameters. 

To estimate the parameters of the function- 
al relationship (2) we have a sample of distinct 
units, s, from U which is realized with positive 
probability p(s). To elaborate further, s is a 
member of a collection S, i.e. S {s }, and p(s), 
a rational positive number less than unity, is 
defined for all s. For the sake of generality 
the sample design leading to s (with all its 
appropriate randomization procedures for the 
selection of units) is not specifically defined. 
It may be simple random sample or it may be a 
multi -stage sample where units at one or more 
stages are drawn with varying probabilities, with 
or without replacement. What we have are the 
variate values of the distinct units of s and its 
corresponding probability of realization, viz. 

(3) {(yi,xi,zi,...): ies} and p(s). 

We conclude from the statement at (3) and the 
preceding explanations of this paragraph that 
y, x, z,... are all random variables. 

It is important to note that p(s) (unlike, 
for example, the multivariate normal probability 
for correlated variates) cannot tell us anything 
about the nature of the relationship between the 
random variables y, x, z, etc., simply because it 
is a numerical value. However, it is through 
p(s) that the values of the random variables 
incident to the distinct units of s are revealed, 
and which in turn suggest the form of the 
(approximate) functional relationship. Logically 
therefore we cannot ignore p(s), or equivalently 
the sample design, when we attempt to infer about 
(1). 

Now (2), as it stands, is just a hypothet- 
ical relationship between the variables, as 
yet unrelated to the N discrete points 

(4) (yi,xi,zi,...), (i =1,2,...,N) 

in the same 9.-dimensional Euclidean space, which 
define the de facto functional relationship (1). 

The statistical data given at (3) in some sense 
represents (4). To arrive at a statistically 
meaningful functional relationship a conjunction 
of (3) and (2) needs to be effected in some way. 

Heuristically we feel that some condensation 
of the data at (3) is required as a first step to 
effect conjunction with (2). It is natural to 
think of the centroid of these points for the 
purpose of condensation. 

Apart from the problem of functional 
relationships, it is desirable from the point of 
a view of the known estimation theory for sample 
surveys, to have the true centroid of (4) and the 

centroid of (3), which will be an estimate of the 

true centroid, as close as possible in some 
sense. 

The true centroid is given by 



(5) (y, x, z,...) 

where 

E 

i=1 
N 

x E xi/N, 

N 
z E etc. 

i-1 

On the basis of the data at (3) let 

(7) (Y, x, z,....) 

be estimate of (5). The estimating formulas for 

y, x, z, etc. will depend on the underlying 
sample design. We shall require these estimates 
to be admissible and consistent, and more 
desirably to be unbiased. Because there are no 
best estimates in the context of sample surveys 
(see [4] and [7]) this is all we can do to 
ensure that (7) shall be "close" to (5). 

To effect conjunction let the polynomial 
(hypersurface) (2) pass through the point (7), 

which is composed of estimates (based on data 
(3)) which are also random variables. Then we 
have 

(8) Y- y+f(X,Z,.. 
1)- 

;ß1,.,ßp -1) 

as the equation of the hypersurface passing 

through (7). Hence Y is a function of random 
variables or a random function for short. It is 

important to note that f (X,Z,...;ß1 
-1) 

in 

(8) is just a real function without probabilis- 
tic character since X,Z,... are not defined as 
random variables. 

Because Y is a random function there is no 
way to apply the classical method of least 
squares for the estimation of 

p 

However, one of the twin principles on which 
least squares is founded, the Laplace -Gauss 
principle of minimum variance, is applicable in 

the sense that it allows us to determine the 
form of the ß's which minimize the variance of 
the random function (8). We proceed to apply 
this principle. We have 

(9) V(Y)- -2 Cov 

In determining V(Y), f(X,Z,...) behaves as a 
constant by virtue of the fact that X, Z, etc., 

are not defined as random variables. Equation 
(9) reveals the interesting result that the 

variance of Y is constant for all (X, Z,...). 

We note that f is a polynomial linear in 

the ß's and also that the ß's are implicit in 
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V[f] and Cov [y, f], and both these functions 
which are respectively of degree two and degree 
one in the ß's, involve the variances of 

x, z, etc., and also the relevant covariances. 

The value of the ß's which minimize V(Y) will 
be given by the solution of the following p -1 
equations 

(10) 
a f] 

= 

(a - 1, 2,...p -1). 

It is not difficult to see that the solution 
of the set of p -1 simultaneous equations given 

at (10) minimizes V(Y). From 
covariance function is linear 

f 
Hessian 

aßaaßb aßaaßb ' 

(9), since the 
in the ß's, the 

(a =b- 1,2,...,p -1) 

will obtained with variances of x, z, etc., 
making up the diagonal elements and the 
corresponding covariance expressions making up 
the off -diagonal elements. This Hessian and all 

its principal minors, starting with , 

are all positive so that V(Y) is minimized. 

The simultaneous equations (10) involve 
(unknown) universe values of the variances and 
the covariances. Hence the solution for each ß 

will be a ratio of functions of variances and 
covariances. For the sake of argument, if these 
variances and covariances were known, the ß's 
obtained by solving (10) would really minimize 

V(Y). But this cannot be realized. What can be 
done, as proposed in the foregoing account, is 
to substitute the unbiased or consistent 
estimates in the formal solution for each ßa. 

The expressions for the estimated ß's will 
be in the form of ratios, the respective numera- 
tors and denominators of which involve estimates 

of the variances and covariances. If is an 

estimate of then because it is a ratio 

estimate 

E(ßa) (a = 1, 2,..., p -1), 

so that it is a biased estimate. We shall recur 
briefly to this problem in section 3. At any 
rate these estimated ß's, despite their bias, 
are in some sense near -minimum values, since the 
values implied by their parent expressions are 
minimum values. 

In summary, and ascribed functional 
relationship is estimated in the following steps: 

(i) estimate the centroid of the universe, 
(ii) determine the random function, i.e., 

the equation of the given surface 



(or line) passing through this for the ith element (i= 1,2,...,nh) of the hth 
estimated centroid, 

(iii) determine the variance of this random 
stratum. We wish to estimate a linear functional 

function, 
relationship 

(iv) determine the parameters involved so 
as to minimize the variance of the 

(12) Y = + ß1X. 

random function, and 
(v) estimate these parameters by sub- 

We proceed as indicated in the summary paragraph 

stituting in their expressions unbias- of section 2. The centroid (y, x) is given by 
ed or consistent estimates for the 

-3-r:= 

L Nh L 
Eu and covariances involved, or (13) E E y / E N 

functions thereof. h =1 i =1 h =1 h 
L Nh L 

With these estimates of the parameters and the y = E E Nh 
centroid, an estimate of the functional relation- h =1 i =1 h =1 
ship is 

The unbiased estimates of y and x are 
(11) Y'= y+ f( X ,Z,..;81, 1)- f(x,z,..;ß1'" 

L W 

(14)(y E 

E 
yh 

h =1 
The expression for the variance of Y' will be 
extremely complex. Because of this circum- 
stance the estimation of the variance of Y' for 

given (X, Z,...) for any specified sample design 
and functional relationship, will be difficult. 
A way of circumventing this difficulty through 
the well known technique of independent repli- 
cated samples, initiated by the late 
Professor Mahalanobis in the thirties in India, 
is discussed in section 3. 

3, Example for Stratified Random Sampling 

In this section we shall consider the 
estimation of a linear functional relationship 
for the case of stratified random sampling. 
Examples for more ramified sample designs are 
available but have not been included here to 
save space. 

For the case of linear relationship with 
simple random sampling a brief discussion of 

(i) the bias of the estimated parameter, 
(ii) the estimation of the variance of a 

Y- value, for given X, through the 
technique of independent replication, 
and 

(iii) a type of probability statement re- 
garding the median Y -value for a 
given X 

will be given. This discussion is intended to 

suggest solutions for similar problems incident and 
to functional relationships considered with L 2 

- 
1 

sample designs other than simple random sampling. (19) V(x) = 
h 

x= 
h=1 i=1 

L 

where = Nh / Nh (h=1, 2,...L). Thus the 

h=1 

equation of the line passing through the 

estimated centroid (y, x) will be 

(15) = y+ 01 (X - x). 

By virtue of (y, x), (15) is a random function, 
with variance 

(16) V(Y) = V(y) + v(x) - 281 Cov (y, x). 

The value of which minimizes V(Y) is given 

by the solution of the equation /a = 0, 

that is 

(17) 01 = Cov (y, x)/ V(x). 

This is the minimum value, since 2v(x)>0. 

aß1 

Now according to standard theory 
L 

(18) Cov = 

The universe U is subdivided into L strata 
each containing Nh elements (h =1,2,...,L). From 

stratum h, nh (h =1,2,...;L) elements are 

selected with equal probabilities and without 
replacement at each draw, and two measurable 
characteristics are observed. Let 

denote the variate values of the characteristics 
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where 
N 

(20) Shxy (xhi - yh) - 1) 

and 
N 

(21) (xhi - /(Nh - 1) 



in which and are the usual stratum means. 

As increases, the variances of the estimates 

given by (14) decrease. In this connection the 
reader might say "what happens to if = 

Nh for all h ?" Mathematically, of course, we 

have a situation when as expressed in terms 

of values given by (18) and (19) assumes an 

indeterminate value Ó. But here logic, the 

premises for which are already embedded in the 
basis of the problem comes to the rescue. The 
reply is that the need for estimating the 
hypothesized relationship along the lines stated 
in the paper, would vanish, simply because 
complete knowledge of the functional relation- 
ship is already given by the de facto relation- 
ship (1), applicable to the case of two 
variables. The same kind of argument holds if 

= Nh for some strata. The need for determin- 

ing a functional relationship would then be 

restricted to the remaining strata. 

An estimate of is is obtained by sub - 

stiteting unbiased estimates of Cov (y, x) and 

V(x) in (17) and their estimation entails un- 

biased estimates of Shxy and For a given 

h, these estimates are 

(22) Shxy (xhi - 1) 

and 

(23) x)2/(nh - 1), 

where and h are the usual unbiased estimates 
of Xh and 

Thus an estimate of the linear relationship 
will be 

(24) Y' = y+ (X - x). 

where 

(25) - h) h 

(1 - ) 
The formula (25) speaks for itself. We inter- 

pret the multiplying factor in both 

numerator and denominator as expressing the 
importance of the strata involved. 

When there is proportional allocation, i.e. 

/E = Wh for all h, then 
1 
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L 
Wh 

(26) 
L 
E Wh 

a result independent of sample size. Further 
when W1 = 1, and Wh = 0 for h = 2,...L, i.e. 

there is only one stratum, then, dropping the 
stratum identification subscript, we find 

(27) = E (x.-)(y-) / E 
(xi 

- x)2, 
i i =1 

which is a familiar estimate obtained in the 
least squares method. The identity of this 
result with that of classical least squares 
regression is certainly reassuring. 

By the use of the generalized k- statistics 
[1] it can be shown that 

- 
K31 

(28) 
2 

K20K11 

(N- n)(Nn- n -N -1) + 
n(n- 1)N(N+1) 

N N 
where 

E 
(xi - x) (yi - y) / 

E 
(xi - x) 2 may 

be defined as the true regression coefficient 
and K40' 

K31' K20' 
and K11 are parent bivariate 

k- statistics for a finite universe. Thus the 

bias of relative to the 

1 /n. The proof is omitted 

Similar results hold for 

complicated by the weights, 
sampling fractions involved 

true is of order 

to save space. 

and but are 

and additionally the 
in the case of 

The variance of Y', for any given X, is 

(29) V(Y') = V(y) +X2 V(ß1) +V(0 1 x) -2X Cov(ßl, x) 

- 2 Cov x, y) +2X Cov (y, ) 

Other than the expression for V(y), which is 
similar to (19), the expressions for the 
remaining terms will be extremely complex and 
will not be exact when determined by series 
expansion methods. Thus, estimation of V(Y') 
for a given X poses a problem. 

The difficulty of variance estimation can be 
circumvented by the technique of independent 
replication. Suppose the universe was not 
stratified and suppose we draw k independent 
replicated simple random samples (see [11] and 
[8]), each of the same size, and estimate k 
statistically independent lines 

(30) = ya + 81a (X - xa) (a 1,2,...,k) 

according to the foregoing theory. The addition- 
al subscript in (30) identifies the k different 



lines. Then an estimate of the Y- ordinate, for 
a given X, is simply 

k 
(31) R' = 

k 
E Y' 

a =1 

with variance 

(32) V(V') /k 

an unbiased estimate of which is 
k 

(33) v(y') E (Y'' - ')2/ {k(k -1) }, 
a =1 

despite the complexity of the expression for 
V(Y'). 

The method of independent replication also 
leads to a method for making probability state- 
ments about the median. If the sample size for 
each independent replicate is n, then we can 

N 
have n possible estimated lines. For a given 

, the -ordinate will cut these lines in 
N 
n) points, assuming that the slope of every 
estimated line is at angle other than 90". If 

is an even number we may define the median Y 

(N) th 
as the point midway between the } Y- 

N 

value and the { 2)+ 1 }th Y- value. Recalling the 

results of classical nonparametric theory or 
arguing from first principles, we find with 
independent replicates, for a given X, that 

least median largest 2 

Order statistics other than the extremes may 
also be used in making probability statements. 

The reasons for restricting a statement of 
probability to the median of the Y's are as 
follows: 

(A) The de facto functional relationship 
is restricted only to the N discrete 
points so that the given X 
(corresponding to which inference 
about Y is desired) may not relate to 

any of the true X's. 
(B) Nonetheless on the supposition that 

X may be a possible value we wish to 
know the probability limits of the 
corresponding Y- value. For given 
X, the only probability distribution 
of the Y- values is those of the 
corresponding Y- ordinates of the 

(N) 
lines generated by the random - 

nation procedure for selecting the 

A) 
possible samples. The statment of 

probability, of necessity, must there- 
fore be restricted to this set of Y- 
values (for given X), and the only 
exact statement of probability we can 
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make is about the median Y -value of this 
distribution. 
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A GENERALIZED APPROACH TO 

Carl F. Kossack, 

In many sample survey situations interest cen- 
ters on the behavior in a finite population of 
the mean of some response variable over several 
time periods. Often in such situations there 
is associated with each unit of the population 
one or more descriptive variables whose values 
are known for each unit of the population. 

In considering the type of survey design that 
would be most efficient in the above circum- 
stances certain concepts seem to be such as to 
contribute to improving the effectiveness of 
any design. These include: 

(a) Stratification should be used such that 
the design allocates to each stratum but 
one sample observation. 

(b) In designing the sample over time a rota- 
tional system should be followed and the 
estimate should make use of the correla- 
tion that exists over time. 

(c) The available descriptive variables 
should be used so as to provide the most 
efficient stratification possible. 

(d) Regression estimates should be used when- 
ever possible. 

The technique to be presented herein involves 
all four of these features but its complexity 
is such that formal analysis of the procedure 
has as yet to be accomplished. However the 
technique has many characteristics which from 
a heuristic point of view seem most desirable. 
In order to keep the basic nature of the pro- 
cedure from being obscured by the algebraic 
notation an actual numerical illustration will 
be presented. In addition to providing a ve- 
hicle by which the technique can be described 
the numerical example has also been used to 
study in a very limited manner the operational 
characteristics of the techniques using a Monte 
Carlo approach. 

In considering the stratifications that are 
evolved over two time periods, t and t + 1, the 
rotational feature will result in some strata 

being "matched" in as much as the same sample 
unit will be used in each time period. The 
other strata will be "unmatch" since a differ- 
ent unit will have been selected for time peri- 
od t + 1. To use the estimation procedure we 
require two estimates of the stratum mean for 
each time period. These are acquired following 
the formulae given below and then they are 
combined into a single estimate using the 
variances as weights. 

For an "unmatched" stratum the following 
estimates are generated. 

Y 
h, t+l = rt+1 Yh,t 

SAMPLING ON SEVERAL OCCASIONS 

University of Georgia 
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where rt+1 
E Y 

h, 

m 

( E indicates summation over "matched" stratum) 
h 
m 

Yh, t +l t +1 
the new sample observation 

then h 
1 1 1 

+ 

t+l 
V' V" 

where V' = r2 S2 and S2 
h,t h, t +1 

and S2 is obtained from the estimated Y's 

thus 
V'V" 

V(Yh,t+l) = 

For "matched" stratum the approach used is the 
standard regression estimate but applied 
separately to each stratum and thus 

Yh,t+l 
= 
yh,t+l + 

b 
(Yh,t 

hE y'h,t y'h, t+1 
where b - 

2' 

h 
m 

and 

V h,t+1) 
= (1 - (1 - p2) 

h 

E y' 

h h,t h,t+l 
where p 

m 

E y'2 E y'2 
hm h,t hm h,t+l 

(primed letter indicates deviation from mean) 

To develop the illustrative example a finite 
population of N =80 units was developed and only 
three time periods, t =0, 1, and 2, considered. 
Births and deaths were not allowed and it was 
assumed that the descriptive variables, which 
were limited to two, did not change values 
during the time periods. The population data 
were generated using random normal deviates and 
assumed regression models. The descriptive 
variables X1 and X2 were assumed to be indepen- 

dent and were generated as random samples for 
normal populations with mean and standard 
deviations equal to 10, S and 30, 10 respec- 
tively. The three response variables Y0, Y1, 



and Y2 were then generated from the descrip- 

tive variables using the regressions 

YO = 100+.4x1+.6x2+e0 

with NID (0,10) 

Y1 = 120+.5x1+.5x2+e1 

with NID (0,15) 

Y2 3 

with uniformly (1.00 to 1.20) 

Typical population values were 

i X1 X2 Y1 Y2 

1 3 11 75 82 90 

2 9 27 124 142 153 

80 21 30 149 175 196 

The two descriptive variables were used to 
design a sample for estimating the mean level 
of Y for the three time periods. The compu- 
tational steps are described below assuming a 
given sample size, n, constant over time and 
a fixed rotation fraction, In the illustra- 
tive example the sample size was taken to be 
8 and the rotational fraction 3/8. 

Step 1. Generate the estimates of YO for 

each unit of the population using 
an assumed regression of YO on X1 
and X2. 

In our illustration we assumed that the act- 
ual regression was known and thus 

yOi = 
100 +.4x11 +.6x21 

Step 2. Stratify the population by ordering 

by Y 
0 

and evolve optimum unit sample 

allocation by determining strata 

division points so that Wh Sh are 

all relatively constant. 

In our illustration we used the Y's to ob- 

tain the and used an interactive computer 

program for the strata division determination. 
The analyst used his judgement in varying the 
stratification. It took on the average of 

eight iterations to acheive optimum stratifi- 
cation starting from stratum of equal size. 

Step 3. For the initial time period a 
double sample was used to provide 
the required stratum mean estimates 
and an estimate of its variance. 
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The estimate of the population mean 

is then obtained as 

Step 4. For the new time period, t =1, use 
the assumed regression of Y1 on X1, 

X2 and Y 
0 
to obtain and repeat 

stratification step (2). 

In our example we assumed that 

yli = 120 + 0.5 xli + 0.5 x2i 

Step 5. Identify the stratum for which a new 
sample unit is to be selected (un- 

matched) by first including all 
stratum for which the units in the 
t =0 sample transferred out of the 
stratum and no sampled units trans- 
ferred in. If additional stratum 
are needed drop other stratum out 
randomly to select them. In result- 
ing unmatched strata randomly select 
a new sample unit. 

Step 6. In the remaining strata randomly re- 
duce the double sample to a single 
unit and survey that unit as the 
stratum observation for t =1. 

Once the rotational process has been initiated 
the selection mechanism can utilize the concept 
of rotating out the observation that has been in 
the sampling plan the longest time and select 
for the new sampled unit that unit which has 
been out of the sample the longest time. Ran- 

dom selection would only be resorted to if ties 
occur. 

The results of the initial Monte Carlo study 
can be summarized as given below: 

MONTE CARLO STUDY RESULTS 

Time Period 

Population 
Mean 

o (Ysrs) 

Mean of 
Estimates 

Computed Stan- 
dard Error 

Efficiency, 
V(srs) /V(Y) 

t=0 t=1 t=2 

122.06 141.33 152.61 

5.75 9.29 10.92 

122.3 142.4 155.43 

2.68 5.90 9.26 

460% 248% 139% 

In considering the results obtained in this 
initial Monte Carlo study there are several ob- 
servations that can be made. 

(1) The loss of efficiency over time can 
generally be attributed to the loss of 
information contained in the two de- 
scriptive variable relative to the re- 



sponse variable. This loss is accummu- 
lating as far as the data generation 
model is concerned and should not be 
encountered in practice. 

(2) The increase in the apparent bias of the 
estimate over time may also be reflecting 
the data generation model used but may 
only be reflecting the influence of one 
or two large strata estimators obtained 
in the limited sampling program. 

(3) Since the estimated Y's evolved from the 
assumed regression fail to reflect the 
error variance in the original population 

data, the use of Sh as an estimate of 

the within strata standard deviation can 
involve a significant negative bias. 
This underestimation may be of modest 
importance when the standard deviation 
estimates are being used for weights, but 
if they are used to estimate standard 
errors the bias results in a critical 
underestimation. 

In conclusion there are several areas that 
demand attention if one is to obtain a better 
appreciation of the effectiveness of this new 
approach to sample survey design. These in- 
clude: 
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(1) A critical study of how the efficiency 
of the estimator is affected by the 
several population parameters and in 
particular the error variance of the 
assumed regression. 

(2) An examination of the appropriateness 
of the finite correction term, 

1 
used in the formulation since 

h 
preliminary studies indicate that this 
correction may be subject to large errors 
when the stratum is small. 

(3) Methods of estimate the standard error 
from the available data need to be evol- 
ved. One possible approach now under 
study is to evolve appropriate finite 
population distribution models from 
which such estimates can be made. 

(4) There is need for a method of determining 
the two critical design characteristics 
n and if designs are required to meet 
error variance criteria. 

(5) The development of an algorithm that can 
be used with the computer to evolve the 
optimum stratification since this would 
eliminate the need for the interactive 
computer approach now being followed. 



RACE -SEX DISCRIMINATION INDICES FOR NON -METROPOLITAN STATE ECONOMIC AREAS 

G. K. Kripalani, Western Michigan University 

INTRODUCTION 

One major group of factors influencing in- 
ternal migration decisions stems from the 
"socio- cultural environment" of the areas of 
origin of potential migrants and their antici- 
pated evaluation of corresponding elements in 
the areas of prospective inmigration. Differ- 
ences in internal net migration patterns may be 
analyzed by non -linear iterative least squares 
estimation procedure to isolate a component 
which reflects the impact of forces of relative 
race -sex discrimination in an area vis -a -vis 
the rest of the nation and which represents the 
net migration rate that would occur if relative 
economic opportunity factors in this area were 
as good as in the rest of the nation. This com- 
ponent of net migration is used as a basis of 
the definition of the race -sex discrimination 
index of a state. 

The principal premise that underlies this 
study is that there are at least a few major 
independent variables affecting net migration 
and that some of these are non -measurable or 
non -observable, and that valid data series for 
such variables do not exist for use in empiri- 
cal investigations. The method of analyses 
used is, therefore, designed to recognize and 
take into account this problem of nonobserv- 
ability of some of the major explanatory vari- 
ables. It is further recognized that net 
migration behavior patterns vary between the 
races, between the sexes and between age 
groups within each race -sex category. Conse- 
quently, there is need for stratification of an 
area's population into reasonably small homog- 
eneous age, sex and race groups. 

It is hypothesized that factors influencing 
internal net migration decisions of an age -sex- 
race group are of three categories: 

1. Sub -area - related relative opportunity 
factors. These factors are the same for all 
age groups within a race -sex category. These 
relative opportunity factors are represented by 
an omnibus variable which is an index rep- 
resenting all relevant sub -area related relative 
opportunity factors. It is assumed that Zt, 
which is the independent variable, is non - 
observable. 

2. Age - related relative opportunity 
factors. These factors do not vary over a sub- 
area t in cross- section analyses, but vary 
between age groups within a race -sex category. 
Such age - related relative opportunity factors 
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are denoted by a nonobservable index mi where 
i refers to age group. 

3. Race - sex - related relative opportunity 
factors. These factors do not vary over a sub- 
area in cross- section analyses or between age 
groups within a race -sex category. But these 
factors vary between race -sex categories and 
they reflect the impact of relative race -sex 
discrimination elements of the socio- cultural 
environment of the state in question. 

In practical language the model separates 
net migration into three components: race -sex 
discrimination effect 'autonomous' component 
a' which is the same for all age groups within 

a race -sex category. This component would 
reflect the amount of net migration that would 
occur if Zt = 1 and mi = 1, that is, if net mi- 
gration induced by relative opportunity and age - 
related factors were zero. It is this component 
which is defined to reflect "race -sex discrim- 
ination effect." There are two induced effects, 
one representing response to area - related 
omnibus independent variable representing 
relative opportunity factors and the other to age - 
related factors mi. 

For the purpose of this study, we may 
define the "race -sex discrimination" index of an 
area as the race -sex related component of in- 
ternal net migration of that area (component e' ). 
It is, however, recognized that the subset Si of 
elements of a socio- cultural environment S 
giving rise to what is called "race -sex discrim- 
ination" may consist of two types of elements- - 
subset S1i consisting of elements which are the 
same for all age groups within a race -sex cate- 
gory (component a') and a subset consisting 
of elements which vary between age groups 
within a race -sex category (component mi). The 
latter component may reasonably be thought of, 
in given situations of being the result of "race - 
sex discrimination" and should appropriately 
be attributed to it. 1 

A real difficulty comes in the interpretation 
of the significance of the forces represented by 
mi. Some of the forces underlying mi may stem 
from those elements of the "socio- cultural 
environmental" complex as may be said to 
represent "race -sex discrimination, " while it 
may legitimately be argued that some of these 
age - related factors stem from the fact that the 
assumption of a common index of relative 
opportunity facing all age - groups is unrealistic 
and that the index of relative opportunity is a 
function of both t and i. In such a situation, 



Zt would represent an average index of relative 
opportunity and a part of would represent 
departures of the omnibus variable for the age 
group from the average for the category. 
Under these conditions, it would be necessary 
to identify the two subsets of the elements under- 
lying mi; those that relate to race -sex dis- 
crimination and those that reflect the situation 
that the index of relative opportunity is both 
age - related and time- related. 

The "race -sex discrimination" index of an 
area may be viewed as a measure of the net 
migration effects of factors other than age and 
area related factors. Viewed thus, a com- 
parative analyses of a''s may enable us to 
answer questions such as, (1) Are females 
"potentially" more migratory than males when 
the influences of age -time related factors are 
eliminated or equalized out or are Southern non- 
white males potentially more migratory than 
the Southern nonwhite females? and (2) Does 
the socio- cultural environment of a state dis- 
criminate against females or against non- 
whites? 

The significance of the positive or negative 
sign of may be clearly understood. Since 
total internal net migration of a color -sex 
category for the nation as a whole must be zero, 
it is easy to see that for each race -sex cate- 
gory: 

Wcs = O (c = WM, WF, NM, NF) 

where a es equals race -sex discrimination in- 
dex of category c in state s, and Wcs equals 
proportion of category c population in state s 
(as proportion of the total category population 
in the nation). 

Consequently, index a' is an index of 
relative "discrimination, " in relation to the 
average for the nation which is zero. A posi- 
tive a' does not signify that "discrimination" 
however defined, is absent in that state; it only 
signifies that "discrimination, " if any in this 
state, is less than the average for the nation as 
a whole. 

The results reported in this paper are with 
reference to the third component of internal 
net migration which stems from forces which 
are constant over age groups within a race -sex 
category, but which vary between the four race - 
sex categories, namely, white males (WM), 
white females (WF), nonwhite males (NM), and 
nonwhite females (NF). These results are 
based on the analyses of nonmetropolitan state 
economic areas (NSEA) data for 1950 -60 decade 
(Table 1). Results based on the analyses of 
1950 -60 net migration data for metropolitan 
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state economic areas (MSEA) as units of study 
were reported in a paper read at the 1970 
Detroit meetings. 

The nonlinear iterative least squares esti- 
mation procedure developed by Johnston and 
Tolley [ 1 ] in their study "Supply of Farm 
Operators" was used to estimate values of mod- 
el parameters a', and mi and the nonobserv- 
able variable Zt. The basic properties of this 
model were, however, crucially different in 
some respects from the properties of Johnston - 
Tolley model and consequently necessary mod- 
ifications were introduced in evaluation proce- 
dures. Estimation method is dealt with in 
Section II. 

Empirical Results 

Some interesting results were: (a) Inter - 
sex comparisons showed that NSEA's which 
are predominantly rural areas are relatively 
more favorable to white males than white 
females. For nonwhites the evidence was not 
clear. (b) Inter - racial comparisons between 
white and nonwhite females provided no clear 
evidence; for males, however, there was some 
evidence that NSEA's are relatively favorable to 
white males than to nonwhite males. (c) The 
indices of relative race -sex discrimination were 
generally negative except for some interesting 
cases, viz. , (i) white females for North 
Carolina, (ii) both nonwhite males and nonwhite 
females for Virginia and Mississippi; and (iii) 
nonwhite females for Florida. These exception- 
al cases indicate that there would be positive 
net inmigration of these categories into the 
NSEA's of these states, if the opportunity 
factors in these areas were as good as in the 
rest of the nation. 

Section II 

Model and the Method of Estimation 

Consider the model: 

Yit = a + Bi Zt + eit (1) 

where primed variables represent logarithms of 
the original variables. The subscript i refers 
to the age group and subscript t refers to the 
sub -area in cross- section analyses. In this 
model the value of the dependent variable Yit, 
which depends upon i and t, is known while the 
independent variable on the right -hand side 
which is nonmeasurable and hence unknown, is 
independent of i and is a function of t alone. 
Thus, the analysis of net migration data by the 
use of the above model would imply a critical 
assumption viz., that the net migration rates 
for different age groups i = 1, 2, ... i in a 



given nonmetropolitan state economic area 
(NSEA) are all functions of the same variable 
Zt. This means that all the age groups in a 
given NSEA face the same index of relative 
opportunity. While the response coefficients 
for different age groups will be different, the 
critical assumption is that the independent non - 
observable omnibus variable to which these age 
groups are responding is the same. 

Johnston and Tolley (1968) in their anal- 
ysis of the supply of farm operators inves- 
tigated a model of the above form using the 
NILES iterative procedure. An essential prop- 
erty of this iterative procedure is that the 
sequence of parameter estimates obtained at 
various iteration stages converges to the under- 
lying parameter value not in the absolute sense, 
but in a relative sense. Hence, the character 
of parameter estimates obtained at the final 
stage is not cardinal but ordinal. 

Consider the hypothesis: The number of 
persons of age i who will be staying in a non - 
metropolitan state economic area t at the end 
of a decade (when the only cause of decrement 
or increment operating on the group is net 
migration) is a function of the index of relative 
opportunity Zit, the exposed to risk of net 
migration Eit being the proportionality factor. 
This hypothesis gives rise to the multiplicative 
model of the form: 

Pit = Eit Zit left 

where Pit = Eit + Mit 

The notation is: 
= Population of age group i exposed 

to risk of net migration in sub -area 
t during the decade, i. e. , the pop- 
ulation of age group i which would 
be in area t in the absence of any 
net migration. 

Eft 

(2) 

(3) 

Mit = 

Pit 

Yit 

Net migration of age group i into 
or out of sub -area t during the 
decade. Mit is positive when there 
is net inmigration and negative 
when there is net outmigration. 

= Eit + Mit = Population of age group 
i in sub -area t at the end of the 
decade (if the only cause of decre- 
ment or increment operating on the 
group was net migration). 

= Pit/Eit = + Mit/Eit = 'Survival' 
rate against net migration where 
Pit is the quantity of supply of pop- 
ulation of age group i in sub -area 
t and Eit is the supply shifter. 
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Zit = Nonobservable independent variable 
representing the index of relative 
opportunity. 

eit 

Age group i's net migration re- 
sponse coefficient (elasticity) to 
relative opportunity index Zit 
facing it. 

= Constant term for age group i. 

= Disturbance term. 

(2) may be written as 

Yit = ai + i Zit + eit (4) 

where primed variables represent 
logarithms of the original variables. 
Note that (4) will become (1) if it is 
assumed that Zit = Zt for all i. 

Consider a given sex -color group in a NSEA 
in a state, say white males in a particular NSEA 
t in state s. This group is subdivided into nine 
age groups, -9, 10 -14, 15 -19, 20 -24, 25 -34, 
35 -44, 45 -54, 55 -64 and 65+ at the start of the 
decade 1950 -60. The data regarding the num- 
ber of net migrants (Mit) for each age group 
for each of the several NSEA's in each state 
for 1950 -60 decade with the "appropriate" ex- 
posed to risk of net migration (Eit) were taken 
from the statistics published by the Economic 
Research Service of the U.S. Department of 
Agriculture (1965) in their Population Migration 
Report giving net migration numbers and rates 
by age, sex and color separately for metropol- 
itan and nonmetropolitan state economic areas. 
The values of = (Mit + Eit) are given for 
i = 1, 2, ..., 9 and t = 1, 2, 3, ..., depending 
upon the number of NSEA's in a state. 

The procedure consists of taking logarithm 
of the functional relationship Yit = ai Zt Bi eit 
and minimizing the sum of squares of the ran- 
dom term eit (eit = log eit), the summation 
being a double summation over i and t. The 
process starts with an arbitrarily selected set 
of values for Zt, t = 1, 2, , t, (Nt = t). 

-2 
(5) SSE t eit ai 

To obtain least squares estimates for parameters 
ai and Bi, we have the usual normal equations by 
taking partial derivatives of relation (5) with 
respect to and Bi, and solving these we have: 

(6) =t -Bi Zt 
Nt 



Nt - 
(7) 

- 
) 

Setting the partial derivative of SSE with 
respect to equal to zero, we obtain an addi- 
tional normal equation which when solved for 

gives the least squares estimate of Zt in 
terms of A, and Yit 

(8) = - 

Thus, the estimate of the value of is obtained 
in terms of the estimated values of i and ái. 
To summarize, the process consists in start- 
ing with an assumed arbitrary set of values for 
Zt. Using this set, we arrive in the usual way, 
via normal equations, at the least squares es- 
timates of and Then using these esti- 
mates of andßi and the given values of 
we obtain the new set of estimates for Zt from 
equation (8). This completes the first iteration 
and we are at the second "stage" of the iteration 
process having given values of Yit as before 
but a new set of values of 4. The process is 
repeated and the new set of used to obtain a 
new set of a' 's and ß's in the first step of the 
second iteration and the process is repeated 
until estimates are approximately equal from 
the Kth and (K + 1)th iteration. We will assume, 
for our purpose, certain convergence proper- 
ties of this iterative procedure and the follow- 
ing results demonstrated by Johnston and Tolley 
(1968). The final estimates of ai, and de- 
pend upon the initial set of Zit's arbitrarily 
chosen as the starting point of the iterative pro- 
cedure. It can, however, be shown that the 
ratios of ß's, the ratio of differences for the 
Zt's and a certain linear function of a' 's and 
ß's have the property of convergence to the 

underlying value. Thus, 
s 

i i (9) Lim 

(10) Lim 

s 

- 

(11) Lim ks aks 
s s 

Bk Ykt 

= a ßk ai; 

Bk Ykt 

where and Vitt are the known values of the 
dependent variable and s refers to the param- 
eter estimates at the sth iterative stage. 

An important assumption underlying 
Johnston's model =al + + eit) was that 
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the variable Z is independent of i and depends 
on t only; that is, all age groups within a color - 
sex category in a NSEA faced the same index of 
relative opportunity. The index is thus assumed 
to change over NSEA's in a cross -section anal- 
ysis, but it does not vary from age group to age 
group within a color -sex category in a given 
NSEA. It is proposed to relax this assumption 
and to regard the variable Z as a function of 
both i and t, and to replace it by a less exact- 
ing assumption that the index of relative oppor- 
tunity varies from age group to age group but the 
ratio of any two Z's is fixed over NSEA's, i.e., 
it does not change over NSEA's in a cross - 
section analysis (or over time in a time series 
analysis). Mathematically, this is equivalent 
to assuming 

(4. 1) Zit kiZt (i = 1, 2, i, t = 1,2 t) 
Hence, 
(4. 2) Z. k. 

= i = f (i, j) 

Zit k. 

It is important to note that ki's are relative and 
it will be valid to regard ki = 1 for i = and 
express all other ki's (i = 1, i, i i0) in 
relation to 1 for i = it,. The condition that 
ki's are relative enables us to put a constraint 
on ki's, e. K. = 1. Zt is a sort of average 

i =1 
of individual Zit's depending upon the constraint 
imposed on ki's. If = 1, w Zit = (Zt) or Zt 

i =1 i =1 
is the unweighted geometric average of Zit's. 

The model may be written as: 

(4. 3) = 

Substituting Zit = kiZt and taking logarithm, we 
have 
(4. 4) Yit + (ki + eit 

(4. 5) + + 

The problem now is to minimize S eit2 
(4.6) S 4) 
Taking partial derivatives with respect to the un- 
known parameters and i4, (assuming the 
initial arbitrary set of values for Zt) and equat- 
ing the expressions to zero to obtain the normal 
equations, we have: 

(4. 7) 

(4. 8) 

(4.9) 

Now a 

S = (Y1 k - Z1) = 
t it i ii it 

t (Yit -ßiki 

as 
= t (Yit - 8 i = 

difficulty arises in the solubility of this 

-ß (14 + 4)=0 



system. Equations (4. 9) are the same as equa- 
tions (4. 7); and equations (4. 8) simplify to: 

E (Yt -a - = 

because the terms Et (Y' 4) 
vanish by virtue of (4. 7). We are thus left with 
the following normal equations: 

(4.10) 1 

(4.11) a Z' t t t 
that is, 

(4.12) +ß1 )4) 1 EZt = 

(4.13) (al +ßi kid Zt + E =Et Yit Zt 

The solutions are: 

(4.14) 

(4.15) = 

where 
(4.16) = 1 

Denote 
(4.17) 

Then 
(4.18) 

E E ,E 
t Yit t Zt t Yit Zt 

t Yit Zt 

= (ai 

After the iterative procedure has run to termi- 
nation, the estimates for and 01 are obtained. 
To solve this model, we have to solve system 
(4. 18) containing i equations and 2i unknowns 
ki andai. 

To make the system solvable, two alter- 
natives may be considered by imposing con- 
straints on the model: 

(4.19) Case I: ai =a? = = 

(4. 20) Case II: =a' = 
= = 

+... =0 

a' and 

The rationale for a constraint on a is 
dictated by an important consideration arising 
from the arbitrary nature of the estimates of 
these parameters. As Johnston has shown, the 
estimated values of ai's depend upon the arbi- 
trary set of values chosen as the starting Zt's 
for the iterative process. The regression line 
gives the intercept on the axis when 
Zit = O. On theoretical grounds, however, it 
may be argued that when Zit = 0, the component 
of net migration induced by relative opportunity 
factors will be zero; but an autonomous com- 
ponent of net migration may, however, still 
occur on account of factors other than relative 
opportunity factors which are assumed to have 
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the same non -zero impact on all age groups 
Within a color -sex category in a state. In the 
terminology of this study, this autonomous com- 
ponent represents the index of race -sex discrim- 
ination. Consequently, it is Case U which con- 
forms to the hypothesis developed in this study. 

The rationale for Case may be argued 
this way. The quantities k''s represent rela- 
tive magnitudes and hence one constraint can be 
imposed on Let = 0 be assumed. The- 
oretical considerations in a study may warrant 
provision in the model for a constant term which 
will be the same for all age groups within a 
color -sex category in a state and which would 
reflect the impact of race -sex discrimination. 
Such an effect can be provided for in the model 
by the introduction of the parameter a' indepen- 
dent of i and t. This is equivalent to the 
assumption a = = a' though the 
significance of common is different from the 
significance of different al's when they were in- 
cluded in the model. The alteration of the model 
reduces the number of parameters to be esti- 
mated to (i + 1). The number of equations i 
and the constraint = give i + 1 equations, 
thus making the system solvable. The new 
model designated as the Race -Sex Discrimina- 
tion Effect Autonomous Component Model is: 

(4. 25) Yit = eit 
Putting Zit = mi Zt, taking logarithm and sim- 
plifying this assumes the form 
(4. 26) 

where 

(4. 27) i=a+ i 
The model thus has the same basic form as that 
of Johnston's model. The iterative procedure 
yields estimates of and where the 
value of will be the same as that of a! 
Johnston's model. Using the constraint mi = 1 

or = o, and simplifying, we have: 

(4. 28) 

and 
(4. 29) 

(4. 30) 

where 

ai's the system of weights being ci = 1/ 01, the 
reciprocal of a' may be written as 
a'= (c) to denote the weighted average of 
ai's, the weights being ci. 

mi = )/ 

E E 

i i)/ 

= ai 
c./ ci 

ci = 

a' is thus the weighted arithmetic mean of 

Now 



(4. 31) 

(4. 32) 

(4. 33) 

= - i 

= ' ) 

Relation (4.33) is the relationship between 
of Case II and of Case I. 

In terms of the parameters of the initial 
multiplicative model, viz. 

6 
= ami we have =ami 

that is, 

((u 
I / i ci 

(4.34) mi 

The constraint i m1 = is equivalent to 

mi = 1. Therefore, 1 mi = 

i c. 
or a 

IT or 

(4.35) = 

1.1 
/E 

i.e. a is the weighted geometric mean ofui's 
(or ái) the system of weights being ci, recipro- 
cal of 131. a being known, mi may be estimated 
by the relation mi = a) 

Our object is to know the estimates of a 
(or a') and m (or m ') in the final iteration which 
serves as the solution. It is not necessary to 
estimate a and mi at intermediate stages in the 
iterative procedure. The iterative procedure 
for the Race -Sex Discrimination Effect Autono- 
mous Component Model is the same as that for 

Johnston- Tolley model. It is only when the 
estimates of and (oru in Case II) are 
obtained in the final iteration of the procedure 
that values of nand may be estimated by the 
relationships developed. 

Like and Z parameters, can be esti- 
mated in relative terms only. In the case of 

's, the invariant quantity is given by 

(4. 38) - - a (1/ n-1) - 
= 

Y. ) - a (1 /n. -1) m - mi 

Hence under certain assumptions when either 
and n are nearly equal or the quantities 

a (1 /n - 1) and a (1/ - 1) are small in 

relation to the respective terms in the numer- 
ator and the denominator of (4. 38), the in- 

variant property of would remain 
mtt - mi 

and and mi could be compared in the ordinal 
sense. 

Strictly speaking, a 's for two color -sex 
categories are not comparable even in the ordi- 
nal sense, due to change of origin in each case, 
since the estimated values come from two dif- 
ferent regressions and each at has its own spe- 
cific invariant function. Under certain condi- 
tions, however, if the Z's between states are in 
fact similar, the comparisons between a's for 
two color -sex categories are valid. 

Appendix I. Race -Sex Discrimination index, by State, based on cross- section analyses of 
net outmigration data for Non- metropolitan State Economic Areas, 1950 -60 decade. 

D D D D 
White Nonwhite H1 H2. = H 1 = H 2 = 

Region /State Male I Female Male Female (2) -(3) (4) -(5) (2) -(4) (3) -(5) 
(1) 

New England 
Maine 
New Hampshire 

Middle Atlantic 
New York 
Pennsylvania 

East No. Central 
Indiana 
Illinois 
Wisconsin 

(2) (3) (4) (5) (6) (7) (8) (9) 

(2, 0) 
.0088 -.0316 1 

. 0226 -.0272 1 

(1, 1) 
-.0140 -.0163 1 

-.0115 -. 0042 o 

(2, 1) 
-.0216 -.0269 1 

-.0249 -.0155 0 
-.0002 -.0137 1 
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Appendix I. (Continued) 

Region /State 
White Nonwhite 

D 
H = 

1. 
(2) -(3) 

H 

(4) -(5) 

D 
H 

1 

(2) -(41 

D) D 

.2 
(3) -(5) Male Female Male I Female 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

West No. Central (2, 4) (2, 0) (0, 1) (1, 1) 
Minnesota -.0050 -.0100 .0400 -.1003 1 1 0 1 

Iowa -.0120 -.0060 
Missouri -. 0133 .0913 -.0031 1 

North Dakota -.0321 -.0205 
South Dakota -. 0146 -. 0109 o 
Nebraska -.0244 -.0008 
Kansas -.0057 -.0067 1 

South Atlantic and 
D. C. (2, 3) (3, 3) (3, 2) (3, 2) 

Virginia -. 0100 -. 0056 .0031 .0015 0 1 0 0 
West Virginia -.0040 -.0051 -. 0147 -. 0172 1 1 1 1 

North Carolina -.0153 .0071 -. 0170 -.0132 0 1 1 
South Carolina -.0240 -.0113 -. 0450 -. 0351 0 1 1 

Georgia -.0097 -.0121 -. 0021 -. 0064 1 1 0 0 
Florida -.0161 .0064 

East So. Central (1, 1) (2, 2) (1, 1) (1, 2) 
Kentucky -.0161 -.0080 0 
Tennessee -. 0085 -.0157 -.0785 1 

Alabama -. 0149 -. 0155 -.0710 -.0047 1 0 1 

Mississippi -.0236 -.0069 .0091 .0071 0 1 0 0 

West So. Central 
Arkansas -. 0363 -. 0362 -.0288 -.0200 

(1, 
o 

3) (1, 3) (2, 
o 

2) (3, 
o 

1) 

Louisiana -.0110 -.0115 -. 0425 -. 0316 1 1 1 

Oklahoma -.0255 -. 0104 -. 1548 -. 0405 o 1 1 

Texas -.0453 -. 0095 -. 0222 -. 0577 o 1 o 

Mountain (1, 3) (1,0) 
Montana -. 0212 -. 0196 -.0680 0 1 

Idaho .0275 .0057 1 

Wyoming -. 0605 -. 0135 
Colorado -. 0350 .0579 

Pacific (0, 1) 
Washington -. 0166 -.0111 
Oregon 4.5990 

United States Total (12, 17) (8, 8) (6, 6) (8, 7) 

Notes: An explanation is necessary for col- 
umns (6) through (9). Let ail, a'2, 41, and 

42 refer to the values of race -sex discrimi- 
nation index a', relating to white male, 
white female, nonwhite male and nonwhite 
female categories, respectively. (The first 
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subscript refers to race, 1 for whites and 2 
for nonwhites; the second subscript refers to 
sex, 1 for males and 2 for females. ) Let us 
define: 



H1. D 

H D 

a 11 - 
1 if > 

ifall <a12 

2. 
a' 

21 - 
a2 = if 

a21 21 

if a22 a22 

1 ifai1a21 
= if ail 

a12 - = 1 if >a2 
=0ifa' a' 

.1= 

H. 2D 

a21 

It will be observed that H1, involves a compar- 
ison between the sexes among whites. gets 
value 1 if a' for white males is greater than a' 
for white females. Value 1 for H1. signifies 
that the autonomous part of net migration pull 
or push, as the case may be, is greater for 
white males than for white females in the par- 
ticular state. Similarly, H2. involves a corn - 
parison between the sexes in the case of non- 
whites; involves a comparison between 
males among the races and H.2 involves a corn - 
parison between white females and nonwhite 
females. 

Footnotes 

*Important results based on data for metropol- 
itan state economic areas (MSEA) as the units 
of study were reported in a paper read at the 
1970 Detroit meetings and published in the 
Proceedings Volume of the Social Statistics 
Section. 
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2 Since the estimated values of ki in Cases I and 
II leading to modified versions of Johnston's 
model be different, the problem of distinguish- 
ing as between them will arise. Hence, in Case 
II, we denote the k parameters by the letter m. 
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THE STABILITY OF VOTER PREFERENCES IN TWO SOUTHERN STATES: 
AN ANALYSIS OF PANEL DATA WITH ATTRITION 

Robert G. Lehnen and Gary G. Koch, University of North Carolina 

Every four years millions of Americans spend 
considerable amounts of their time, energy, and 
money to influence the choice of the next Presi- 
dent. The cost of this choice is enormous, 
especially during the three or so months of cam- 
paigning following the selection of candidates 
at the major party conventions. Given the 
social and political importance accorded these 
collective decisions, one needs to ask an 
obvious question: are a sufficient number of 
preferences changed over the course of the 
campaign to make a difference in the outcome? 

The research pertaining to the problem of 
changing voter preferences during election cam- 
paigns is relatively sparse. The only major 
study by Berelson, Lazarsfeld, and McPhee is 

based on a sample of a single community in up- 
state New York during the 1948 election. [1] 

Its findings are based on a multi -wave panel 
design, and the analysis in most cases uses 
only part of the total data. Such panel 
designs have several attractive features, 
including the ability to analyze gross (indi- 
vidual) as well as net (marginal) change and 
the added power of inference derived from 
repeated measurements on the same respondent, 
but their major statistical drawback is one of 
uncontrolled attrition. Even the best planned 
and executed design cannot obtain complete 
information on all individuals for each time 
period. Such factors as cost, time, the mobi- 
lity of the respondent,and his overall coopera- 
tiveness operate to produce incomplete data on 
some individuals for selected time periods. 
The more common analytical choice when con- 
fronting incomplete panel data is to analyze 
only a subset of respondents with more or less 
complete data, although a unified approach using 
the total information available would be more 
desirable. We shall present such an approach 
based on the general linear analysis of cate- 
gorical data originally introduced by Grizzle, 
Starmer, and Koch called the "supplemented 
marginals" approach. [4] This technique is 
designed to test hypotheses about net (marginal) 
change across time periods even where data may 
be incomplete for some respondents. The exam- 
ple presented below is based on two three -wave 
panel designs administered during the 1968 pre- 
sidential election campaign in Florida and 
North Carolina. 

The Supplemented Marginals Approach 

In a three -wave panel design seven combina- 
tions of data are possible. One type represents 
the situation of complete information while the 
other six types have some form of incomplete data. 
In most applications, the supplemented marginal 
approach treats each of the seven types of data 
as distinct subpopulations, within which certain 
relevant functions can be defined. Next, one 
constructs appropriate estimates of these func- 
tions and their associated variance -covariance 
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matrix. Finally, statistical tests are under- 
taken to determine whether the estimates of such 
functions from the respective subpopulations may 
be regarded as having come from the same under- 
lying population. In effect, one is asking 
whether the factors influencing the occurrence of 
missing data for some respondents and not others 
is related to the functions of interest. 

For the sake of brevity, the approach will 
be illustrated for the sample data used in the 
example. Because of the design of the survey, 
only three patterns of data were present: res- 
pondents interviewed (1) at all three time 
periods, (2) at the first two time periods, and 
(3) at the first period only. However, it will 
be apparent from the generality of the discussion 
that this same Methodology is applicable to those 
situations where other patterns of missing data 
are present. For additional details in this res- 
pect, the reader is referred to Koch, Imrey, and 
Reinfurt. [5] 

The data for each state may be arrayed into 
a complex contingency table having 3 rows (sub - 
populations) and 64 columns. The first subpopu- 
lation has 64 possible combinations of response, 
resulting from a four level response (Humphrey, 
Nixon, Wallace, and Don't Know) measured at 
three time periods (43 = 64). The second sub - 
population has only 16 possible combinations 
resulting from measurement only at times 1 and 
2 (4 = 16). Finally, tie third subpopulation 
has four combinations (4i = 4). 

Three functions are of interest for charac- 
terizing the net level of preference for each 
candidate at each time period. These functions 
are as follows: 

= loge 
{H} 

ft,2 
= loge 

{T 

ft,3 loge 
{H + N + W} 

(2.1) 

where t (1, 2, 3) and H the proportion pre- 

ferring Humphrey, N the proportion preferring 
Nixon, W the proportion preferring Wallace, 

and D = the proportion undecided. 

These log- linear functions of the response 
data may be constructed by application of the 

categorical data analysis approach by the selec- 
tion of the appropriate and K matrixes. These 

matrices define 18 functions of interest, 9 for 

the subpopulation with complete data, 6 for the 

second subpopulation, and 3 for the third. For 

the second subpopulation, the 3 functions for 

the third time period (November) are undefined; 

for the third subpopulation, the 6 functions for 

October and November are undefined. 



A supplemented marginals model was used to 
determine whether the 18 functions could be 
accounted for by 9 parameters (2.2). These nine 

= 
(18x9) 

1 0 0 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 

0 0 0 1 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 

0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 1 0 0 

0 0 0 0 0 0 0 1 0 

0 0 0 0 0 0 0 0 1 

1 0 0 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 

0 0 0 1 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 

0 0 0 0 0 1 0 0 0 
1 0 0 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 

and b = 

(9x1) 

b1,1 

b1,2 

b1,3 

b2,1 

b2,2 

b2,3 

b3,1 

b3,2 

b3,3 

(2.2) 

parameters represent the three candidate compari- 
sons of interest for each of the three time 
periods. The remaining 9 degrees of freedom 
excluded from the supplemented marginals model 
provide means for testing the goodness -of -fit 
(GOF) of the model (2.2). This GOF test provides 
a comparison between the 18 observed values with 
the 18 values predicted by (2.2). When this test 
is not significant, one may interpret the results 
to mean that the model adequately characterized 
the data, or in other words, that the factors 
affecting the occurrence of missing data, in 
general, have not operated to make the estimated 
values of the functions from the various sub - 
populations different. When the test is signi- 
ficant however, it is evidence that the subpopu- 
lations are not homogeneous- -that is, the esti- 
mates of the functions for each of the three 
subpopulations are statistically different. 

When the model described in (2.2) was fitted 
to the statewide sample data for Florida and 
North Carolina, the GOF tests were significant 
in both cases, indicating that the factors 
affecting whether a respondent was interviewed 
once, twice, or three times were in some way 
related to candidate preferences. 

When such a situation arises, the best 
strategy is to define subpopulations of interest 
that may adequately characterize the factors 
affecting the occurrence of missing data. Since 
the first wave of the sample was measured by a 
household interview while the second and third 
waves were completed by telephone, we suspected 
that occupation of the head of the household 
would be an efficient indicator for character- 
izing the likelihood of being reached by tele- 
phone for a reinterview. Also, we hypothesized 
that the race of the respondent would signifi- 
cantly affect the chance for a reinterview. 
These two factors together, no doubt, efficiently 
characterize such factors as social class, place 
of residence, and income that would affect one's 
chance for reinterview. As a result, each state 
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sample was further stratified by race and occu- 
pation. Because the number of black respondents 
in each sample was small, only white respondents 
were further classified by six levels of occupa- 
tion as follows: 

WC white; white collar and professional 
SBM white; small businessmen 
SBC white; skilled blue collar worker 
UBC white; unskilled blue collar worker 
F white; farmer or tenant worker 
R white; retired 
B black; -- 

These seven race x occupation subpopulations 
were defined for each of two states creating a 
total of 14 subpopulations. Within these 14 
subpopulations were three further divisions- - 
interviewed three times, interviewed twice, and 
interviewed once. Thus, a total of 42 distinct 
subpopulations were created. The initial task 
was then to fit the supplemented marginals model 
(2.2) to each of the 14 subpopulations defined 
by state, race, and occupation. 

Only one of the 14 GOF tests was signifi- 
cant at the = .10 level (that is, white pro- 
fessionals in North Carolina), and we concluded 
that these supplemented marginal models provided 
an appropriate description of the data from the 
14 subpopulations. Some further justification 
for this decision will be given in the next sec- 
tion. Otherwise, it should be recognized that 
those subpopulations where the fit is judged not 
to be satisfactory could be subdivided into 
smaller, and more homogeneous, aggregates within 
which better fits of the supplemented marginals 
model could be anticipated. Because of sample 
size requirements however, there are certain 
limits on the amount of subpopulation parti- 
tioning that may be done. Hence, a point is 

eventually reached where goodness -of -it and sam- 
ple size criteria must be compromised. In sum, 
one must formulate a set of subpopulations that 
are of interest and make a decision as to whether 
the supplemented marginal model is appropriate 
to them. 

Combining the Supplemented Marginals Models 

Given the acceptable GOF test for the 14 
state x race x occupation subpopulations, one 
may be interested in the importance of these 
three effects on the level of candidate prefer - 
rences. We shall discuss the approach whereby 
state and time effects may be examined, although 
the method is general, and therefore, may be used 
to study race and occupation effects as well. 

Each of the 14 models reported in the pre- 
vious section has a 9- vector of parameters (p..) 

and a corresponding variance -covariance matrix1J 
(V where i = 1, 7; j = 1, 2). These 14 sets 
of parameters and variance matrices may be used 
to fit further models designed to characterize 
the importance of state, time, race, or occupa- 

tion. In the case of state and time effects, the 
corresponding sets of parameters and variance 
matrices for each race x occupation group i may 
be combined in the following manner: 



x2 -2 

(18 x 1) 

where 

2 ' 

means "is estimated 

(18 x 18) 

by ", values may be transformed into the proportion 
preferring each candidate at the three time 
periods since 

a loge 
N 

with 0 being a 9 x 9 matrix of zeroes. 

Thus, F is the vector of parameters for 
race x occupation class i for both Florida and 
North Carolina; Vj is the appropriate variance 
matrix for F,. corresponding model X2 
includes state effects, time effects, and state 
x time interaction effects for each of the three 
candidate comparison functions. 

The resulting GOF and test statistics pro- 
vide criteria for decisions reducing the original 
model X2 a manner that efficiently character- 
izes the important sources of variation. 

The models fitted for each of the seven race 
x occupation classifications produce predicted 
values for the functions defined in (2.1). These 

TABLE 1 

b loge , and 
+N 

c loge D imply that 

P(Nixon) - 1 / k, 

P(Humphrey) - ea / k, 

P(Wallace) = é (1 + ea) / k, 

P(Undecided) ec (1 + e) (1 + ea) / k, and 

k (1 + ea) (1 + eb) (1 + ec) . 

The estimates of the level of preference for the 
three candidates are reported in Table 1. 

PROBABILITIES OF PRESIDENTIAL CANDIDATE PREFERENCE (1968) DERIVED 
FROM REDUCED MODELS BY RACE AND 

OCCUPATION SUBPOPULATIONS 

WC SBM SBC UBC F R B 

FLORIDA 

SEPTEMBER Nixon .383 .249 .217 .189 .285 .367 .070 
Humphrey .147 .166 .123 .111 .082 .216 .726 
Wallace .290 .457 .488 .556 .462 .234 .037 
Undecided .180 .128 .172 .144 .171 .183 .167 

OCTOBER Nixon .402 .249 .263 .204 .285 .367 .070 
Humphrey .159 .166 .148 .112 .082 .216 .726 
Wallace .260 .457 .460 .531 .462 .234 .037 
Undecided .180 .128 .129 .144 .171 .183 .167 

NOVEMBER Nixon .359 .249 .310 .189 .285 .367 .070 
Humphrey .230 .166 .175 .111 .082 .216 .726 

Wallace .231 .457 .420 .556 .462 .234 .037 

Undecided .180 .128 .095 .144 .171 .183 .167 

NORTH CAROLINA 

SEPTEMBER Nixon .383 .232 .217 .254 .230 .367 .070 

Humphrey .147 .156 .140 .150 .167 .216 .726 

Wallace .290 .484 .514 .492 .432 .234 .037 

Undecided .180 .128 .129 .104 .171 .183 .167 

OCTOBER Nixon .402 .249 .288 .289 .275 .367 .070 

Humphrey .159 .166 .124 .170 .035 .216 .726 

Wallace .260 .457 .460 .397 .519 .234 .037 

Undecided .180 .128 .129 .144 .171 .183 .167 

NOVEMBER Nixon .359 .265 .284 .313 .315 .367 .070 

Humphrey .230 .177 .183 .184 .081 .216 .726 

Wallace .231 .429 .405 .306 .432 .234 .037 

Undecided .180 .128 .129 .198 .171 .183 .167 
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Some Comments on the Effects of 1968 Campaign 

These sample data provide evidence that the 
election campaign as applied to the electorate 
of these two southern states had no significant 
political effect. In fact, one can be impressed 
by the durability of net candidate preferences 
among almost all sectors of the voters. Except 
for Unskilled Blue Collar Workers in North 
Carolina, the candidate who enjoyed a plurality 
in September at the formal beginning of the cam- 
paign maintained his plurality through the cam- 
paign to election day. Although one can find 
statistically significant time effects among 
several classes and states, these time effects 
had no important consequences. The general trend 
of these campaign effects, however, is a slight 
loss of support for Wallace and some gain for 
Nixon. When one compares the magnitude of the 
X2 associated with the time parameters with other 
effects though, one can conclude that the amount 
of variation associated with these parameters is 

relatively small. We should emphasize, however, 
that when we stress the lack of campaign (time) 
effects on these two state electorates, we are 
speaking about the net effect of possibly many 
individual changes. It is in this sense that we 
can say that the campaign made no political 
difference. 

The election in Florida and North Carolina 
was between Nixon and Wallace. Although black 
voters overwhelmingly supported Humphrey, white 
voters supported either Nixon or Wallace. Two 
other studies support these findings --one in 
Tennessee [2] and the other nationally [3]. 

Nixon gained his support from the White Collar, 
Professional, and Retired workers, while Wallace 
held a broad base of support among all other 
classes- -Small Businessmen; Blue Collar- Workers, 
skilled and unskilled; and Farmers. In the one 
case where the campaign made a politically sig- 
nificant difference (Unskilled Blue Collar 
Workers in North Carolina), Wallace lost his 
plurality and Nixon gained. Humphrey was never 
a serious contender in these two states, for his 
only sizable basis of support was among blacks. 

Finally, one finds little evidence for the 
importance of different state "political cultures" 
on the stability of voter preferences [6]. One 
might anticipate "state" effects to occur from 
the many cultural and historical differences that 
make Florida different from North Carolina with 
respect to how people decide their choice for 
President. These state effects though unspeci- 
fied would be characterized by significant "main 
effects" for state. No statistically significant 
state effects were found however. Thus, our 
findings give little support to the theory that 
state electorates differ markedly in their poli- 
tical processes (with respect to the level and 

stability of candidate preferences). 
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There is a more limited sense, however, in 
which state differences do appear. The relatively 
minor time effects are, in fact, different for 

each state within certain race x occupational 
classifications. The most dramatic example is 
for Unskilled Blue Collar workers: although 
Wallace maintained his plurality in Florida, he 
lost it in North Carolina. Other lesser examples 

of state x time effects may also be found for 
Small Businessmen, Skilled Blue Collar Workers, 
and Farmers. White Collar Workers and Profes- 
sionals, Retired Workers, and Blacks, however, 

show no variations based on time within state. 

In conclusion, let us stress that our anal- 
ysis has focused on net political preferences and 
not political behavior. We have determined the 
level of choice for each of the major candidates 
in the 1968 election and not the proportion of 
the actual vote. Clearly, different race and 
occupational groups vote at different rates, and 
there is no direct relationship between prefer- 
ence and voting. Thus, one can anticipate slight 
discrepancies between the predicted levels of 
preference and election outcomes. 
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QUALITY CONTROL OF STATISTICAL REPORTS 

Paul S. Levy and Monroe G. Sirken, National Center for Health Statistics 

1. Introduction 

The National Center for Health Statistics 
(NCHS) develops and maintains systems capable of 
providing reliable, general purpose, national, 
descriptive health statistics on a continuing 
basis and publishes these statistics for the use 
of the health industry and related industries, 
both public and private [1]. Examples of such 
data systems are the national vital statistics 
of births, deaths, fetal deaths, marriages and 
divorces; sample surveys linked to birth and 
death records; a continuing nationwide survey 
of households by means of interviews; a series 
of national surveys based on physical examina- 
tions of samples of the population; surveys of 
hospitals and other health care facilities; as 

well as other periodic and ongoing surveys. 

The principal form of output of the Center's 
work is published statistical reports. These 
come out in several series, one of which is 
entitled Vital and Health Statistics. This 
series often is referred to as the "rainbow 
series" since each data system has its own 
series of reports with distinctively colored 
jackets. In this series, some 35 to 40 sub- 
stantive statistical reports are produced every 
year covering various aspects of the data 
collected in the systems mentioned above. Each 
substantive report contains a text which analyzes 
the data presented in a set of statistical 
summary tables, which are subject to sampling 
and measurement errors, estimates of which are 
present in the appendix. In order to ensure 
that the technical material presented in these 
reports meet specified standards and that the 
statistical statements made in the text are 
valid, a surveillance program in the form of a 
standardized procedure for reviewing such reports 
has been developed within the Office of Statis- 
tical Methods (OSM), which is the primary 
statistical support group within NCHS. The 
purpose of this article is to describe some of 
the main features of the quality control program 
for published statistical reports. 

2. General Format of the Program 

It should be mentioned that this surveil- 
lance program is not yet fully operational, and 
our experience is derived primarily from pilot 
projects. We have begun this program on a 
limited basis and expect it to become fully 
operational within the next several months. 

At present, most of the reviews are being 
performed ex post facto, i.e., after the reports 
have been published. While this is not optimal, 
publication schedules do not allow these reports 
to be delayed too long for a statistical review. 
It is hoped, however, that as we gain experience 
and familiarity with the review procedures, and 
as we recruit additional personnel to do the 
reviewing, we can undertake to perform speedy 
reviews of each report prior to its publication. 
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As it stands now, however, a published 
report would be assigned for review to a junior 
or mid -level mathematical statistician within 

soon after it was published. The review 
procedure which will be described below in more 
detail consists of two general parts. The first 
part deals with the review of the technical 
material, tables and figures in the report, 
while the second part deals with the review of 
statistical statements made in the report. An 
instruction manual has been drafted which guides 
the reviewer, step by step, in the procedure and 
ensures that all reviews are performed according 
to protocol [2]. 

When the procedure is completed, the 
findings are first reviewed by the senior 
statistician responsible for this surveillance 
program, and then they are discussed with the 
author of the report and /or the director of the 
subject matter division responsible for the 
report. 

3. Review of the Technical Material, Tables and 
Figures, 

The purpose of this phase of the procedure 
is to ensure that (1) the report describes the 
essential design and estimation features of the 
data collection system, and (2) all statistics 
presented in the substantive tables meet pre- 
scribed standards of accuracy and precision, and 
have sampling errors available for them in the 
report. 

In NCHS reports, the technical material 
describing the design and estimation features 
of the data collection system often is pre- 
sented in a technical appendix but also may 
appear in the main part of the text. Specific 

items comprising this technical material which 
we feel should be adequately described in the 
report are the universe, frame, number of 
primary sampling units (PSU's), stratification, 
clustering, data collection and processing 
procedures, quality control procedures, estima- 
tion methods, methods of obtaining sampling and 
measurement errors, etc. 

Standards for these items are given in the 
instruction manual, and the reviewer using a 
checklist systematically goes through the report 
and notes whether each technical item on the 
checklist meets the standards given in the 
instruction manual. For example, the description 
of the sampling frame in a substantive report 
would meet the standard set for it if it clearly 
states what are the enumeration units and 
elements, and if it makes reference to the NCHS 
publication describing the frame in detail 
(should such a publication exist). 

Each substantive table and figure is checked 
for purposes of determining whether the statis- 
tics meet specified standards of precision and 
accuracy, whether the reader has sufficient 



information in the report to determine the 
sampling error of every statistic presented in 
the substantive table and whether the technical 
terms used in the table titles are defined 
clearly and accurately in the report. 

4. Review of Statistical Statements 

4.1 Overall Objective 

The second major component of the review 
procedure is the review of the statistical 
statements made in the text of the report. Its 

purpose is to ensure that the inferences made 
in the statistical statements are based on sound 
statistical methodology and judgment. 

The primary objective is to estimate the 
proportion of statistical statements made in 
the report that are valid, invalid or untestable. 
In order to achieve this objective, it was 
necessary to develop a methodology which will be 
described in the remainder of this section. 

4.2 Statistical Statements 

4.2.1 Definitions 

We use the following as a working 
definition of a statistical statement: 

A statistical statement is any 
phrase, clause, sentence or combination of words 
that makes an inference from sample observations 
about characteristics of a population. A statis- 
tical statement is valid if the inference made 
in the statement is justified statistically. If 

the inference is not justified, the statement is 

said to be invalid. If neither of these deci- 
sions can be made, it is said to be untestable. 

A statement that is untestable may be 
adequate or inadequate. It is considered ade- 
quate if the inference made in it is clear but 
there is no usable statistical procedure for 
validating the statement. It is considered 
inadequate if the inference made in the state- 
ment is unclear. 

For these definitions to be applied 
with any reproducibility, some objective criteria 

were decided upon for identifying statistical 
statements within the text of a report and for 
declaring a specific statistical statement valid, 
invalid, or untestable. 

4.2.2 The identification and classification 
in a text 

The main criterion for deciding 
whether a sentence, phrase, clause or group of 

words constitutes a statistical statement is 
whether an inference is drawn from a sample to 
a population. If more than one such inference 
is drawn, then the group of words would consti- 
tute more than one statistical statement. Using 
this criterion, a reviewer with a little instruc- 
tion and practice can identify statistical 
statements in a report with reasonable relia- 
bility. 
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Since the basic characteristic of a 
statistical statement is that it draws a statis- 
tical inference, and since the tools that the 
reviewer uses to judge the validity of the infer- 
ence depend on the type of inference implied in 
the statement, we have attempted to classify 
statements according to type of inference and to 
specify methods for testing each type of state- 
ment. After some effort, we have arrived at the 
following taxonomy of types of statistical 
statements: 

Type 1. Quotation of Estimates. These are 
statements which characteristically involve only 
one subdomain and are generally, as the name 
implies, simple quotations of estimates. For 
example, the statement "On the basis of examina- 
tions, approximately 24 million U.S. children 
aged 6 -11 years averaged an estimated 1.4 DMF 
per child" .[3]. A Type 1 statistical statement 
is considered valid if its coefficient of varia- 
tion is below the tolerance set by the appropriate 
subject matter division. 

Type 2. Simple Comparisons. These are 
statistical statements in which comparisons are 
made between two domains. These statements are 
divided into two subtypes given below: 

Type 2A. Simple Comparisons of Equality. 
These are statements which draw the inference 
that the level of a characteristic in one domain 
is different from that in another domain. For 
example, "White children had somewhat better 
levels of oral hygiene than Negro children. As a 
result, the average -S (Simplified Oral 
Hygiene Index) was 1.41 for the former and 1.66 
for the latter "[4]. A statement of this type is 
considered valid for our purposes if the differ- 
ence between the two domains with respect to the 
quoted statistics is significant at the 5 percent 
level of significance as determined by the usual 
test of a difference between two means or 
proportions. 

Type 2B. Simple Comparisons Involving 
Magnitude. This type of statistical statement is 
of the form "X.;" is r times as large (or as small) 
as "4" where X1 is the estimated level of a 
characteristic in one domain, is the estimated 
level of the same characteristic in another domain 
and r the estimated ratio of X,' to X.. This type 
of statement is considered valid if (1) r' meets 
the standards of precision given for Type 1 
statistical statements and (2) the difference 
between and is significantly different from 
zero, as defined in the discussion of Type 2A 
statements. 

Type 3. Comparisons Involving More Than Two 
Domains. 

Type 3A. Comparisons Among Several 
Subdomains Within a Domain. These statements have 
the general form "within domain A, there were 
differences in the level of characteristic X among 
the subdomains A1, A2, and In judging the 
validity of such statements, a multiple comparison 
test based on the Bonferroni inequality is used 

[5]. 



Type 3B. Comparisons Between the 
Corresponding Subdomains of Two Domains. The 
inference in this type of statement is of the 
form "within each subdomain, the level of charac- 
teristic X is higher in domain A than in domain 
B. To judge the validity of this type of state- 
ment, differences between domain A and B in the 
level of characteristic X are tested for each of 
the k subdomains implied in the statement. If 

all k of these differences are statistically 
significant, the statement is considered valid. 
If r (< k) of these differences are significant, 
the number, r, is examined in a sign test table 
based on k signs. If r is greater than or equal 
to the critical value of the sign test statistic 
(for the 5 percent level of significance), then 
the statement is considered valid. Otherwise, 

it is considered invalid. 

Type 4. Statements of Statistical 
Relationship. 

Type 4A. Statements of "Trend ". This 
type of statement makes an inference that there 
is an association between two variables whose 
domains of definition are on interval or ordinal 
scales. For example, "the relationship is an 
inverse one with the proportion of men and women 
of all races who need to see their dentist at 
an early date decreasing sharply with rising 
levels of yearly income [6]. The validity of 
this type of statement is judged by testing 
whether the linear component representing the 
relationship is significantly different from 
zero. Because of the complexities of data 
collected from complex surveys, a modified 
estimate of the linear relationship and a 
modified significance test was devised for this 
purpose [3]. 

Type 4B. Statements of Association Other 
Than Trend. This category would include any 
statement implying a relationship between two or 
more characteristics that cannot be interpreted 
as a Type 4A statement. Most of these statements 
imply a relationship between two variables, one 
or both of which are attribute or categorical 
variables. Other statements of this type express 
rather complex types of association. An example 
of such a statement is "The difference in the 
direction of the trend (in need for dental care) 
between Negro men and the other sex -race groups 
is not due to differences in the age composition 
of the various educational attainment groups." 
[6] This type of statement is often difficult to 
interpret and we have no standard protocol for 
testing statements of this type. Often what 
appears to be a Type 4B statement can be inter- 
preted as another type or broken up into one or 
more types for which we have standard tests. 
However, many of these Type 4B statements elude 
interpretation or validation. 

These are the main categories of statements 
that we have classified. From preliminary 
studies, we found that these four types account 
for almost 75 percent of the statements found in 
NCHS statistical reports, and that approximately 
two - thirds of all statistical statements made ere 
testable. As we gain experience with this 
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procedure, we expect to develop a more refined 
taxonomy of statistical statements and to develop 
further methodology for testing these statements. 

4.2.3 Sampling of statistical statements. 
A main objective of the review of statistical 
statements is to obtain an unbiased estimate of 
the proportion of valid, invalid, and untestable 
statistical statements made in the report. Since 
resources do not permit the testing of every 
statistical statement, our estimates are based on 
a probability sample. The choice of what kind of 
sampling design to use presented us with an 
interesting statistical problem which is the 
subject of a separate article [7]. In summary, 
after experimentation with several types of 
sampling designs, we have chosen for reasons of 
logistics and cost efficiency, one which uses 
lines of text as the enumeration units, statis- 
tical statements as the elementary units and a 
conventional enumeration rule to link the 
enumeration units with the elementary units. 

Once the required sample size, L, of 
enumeration units is specified, a systematic 
sample of approximately lines of text is taken 
using a random start. After these are chosen, 
the reviewer examines each sample line and reads 
the entire paragraph overlapping the line. If 

one or more statistical statements appear on tht 
line, each entire statistical statement is 
enclosed in brackets. A statistical statement 
may begin on a previous line and /or continue on 
subsequent lines. In such a case, the enclosed 
statement may overlap several lines in addition 
to the sample line. Once the statistical state- 
ments overlapping the sample line are identified 
all statistical statements which begin on the 
sample line are included in the sample of 
statements to be tested. 

4.3 Estimation of the proportion of valid, 
invalid, and untestable statistical 
statements. 

After each statistical statement has been 
tested and found to be either valid, invalid or 
untestable, inflation estimates are obtained of 
the total number of statistical statements in 
the report, and the total number of valid, 
invalid, and untestable statements. Finally, 
ratio estimates are obtained for the proportion 
of statistical statements which are valid, 
invalid, and untestable; and the estimated 
variances of these estimated proportions 
determined. 

5. Comments 

In the management of large government 
statistical systems, a considerable effort in 
the way of time and money goes into the quality 
control of the data collection, data preparation 
and data processing operations for the system. 
Effort, however, is needed also to assess the 
quality of the end product of the system, namely 
the substantive report. Since the responsibility 
for preparing substantive statistical reports 
generally lies in the hands of subject matter 
persons who are not professional mathematical 



statisticians, we feel that a surveillance of 
the technical items and statistical statements 
in these reports is necessary to ensure a high 
quality product. The procedure described above 
is a first attempt to formulate such a systematic 
quality control program. 

Such a program, even done post facto, 
gives us information on the types of errors 
which analysts are making in their inferences 
and on inadequacies in their presentations of 
technical material. This information can serve 
as a useful resource in our planning of intra- 
mural training programs which would have as an 
objective the teaching of analysts to make clear, 
accurate and testable statistical statements in 
their reports. We feel that ultimately this 
would result in improved statistical reports. 

)ne of the spinoffs which we hope to obtain 
fron ,.his program is in the analysis of the 
statements found by reviewers to be untestable. 
While some of these are untestable because of 
the lack of clarity, others are untestable 
because no methodology exists for making a test 
which is appropriate for data collected from 
complex surveys. It is hoped that as we cata- 
logue these statements, we can encourage research 
in the development of methodology for testing 
hypotheses in data collected from complex sample 
surveys. 
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THE RELATIVE EFFECTIVENESS OF DENSITY - RELATED MEASURES FOR PREDICTING ATTITUDES AND BEHAVIORAL VARIABLES' 

Robert W. Marans and Lewis Mandell, The University of Michigan 

Over the past decade the social science li- 

terature has contained with increasing regularity 
reports of studies which deal entirely or in part 
with the effects of population density on human 
behavior and attitudes. While numerous studies 
have based their measuresof population density on 
census or other aggregate data, others have con- 
sidered the size of place of residence as a mea- 
sure of how close people live to each other. In 

other words, lacking the means of obtaining an ob- 
jectivemeasureof how close people live together, 
many researchers have used size of place as a sur- 

rogate measure of residential density. In order 
to see if, in fact, size of place is a reliable 
measure of residential density, this paper will 
consider the relationship of size of place to the 

most objective density measure we could obtain - 

the actual number of dwellings per given unit of 
land. Next, less objective density - related mea- 
sures which are easier to obtain will be consid- 

ered in relation to our objective density mea- 

sure. Finally, in an exploratory effort, we will 
examine the relative effects of each of our mea- 
sures in predicting density - related dependent var- 
iables. 

Background and Methodology 

Prior to discussing relationships among our 
density - related measures and their relative ef- 
fect in predicting two responses, a brief discus- 
sion of the sources of data including the proce- 
dures used in obtaining density measures is in 

order. 

In the fall of 1971, approximately 1300 in- 
terviews were taken with the heads of a sample of 
households throughout the United States. The sur- 
vey was one of aseries conducted quarterly by the 
Survey Research Center and included several ques- 
tions dealing with the respondents' recreation 
behavior and residential environment. 

Types of Questions 

With respect to recreation behavior, respon- 
dents were asked several questions about their 
level of participation in a number of outdoor ac- 
tivities. One question dealt with family parti- 
cipation in hunting or fishing, activities thought 
to be more closely associated with people living 
in small towns, rural or other sparsley populated 
areas. 

Among the questions related to the residen- 
tial environment, respondents were asked to assess 
their immediate neighborhoods on several semantic 
differential type dimensions. Three of these (at- 

tractive- unattractive, pleasant -unpleasant, great 
place to live -poor place to live) were used to 
create a general scale of neighborhood satisfac- 
tion. Another specific dimension which the re- 
spondentassessed was the extent to which he viewed 
the neighborhood as crowded. Although it can be 
argued that subjective assessments of neighborhood 
crowding should, by their very nature, be corre- 
lated with neighborhood satisfaction measures, 
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crowding was intentionally omitted as an item in 
oursatisfaction scale. Our intent was, first, to 

see its relative importance among a number of sub- 
jective assessments of specific neighborhood at- 

tributes and second, to see how crowding relates 
to an objective measure of density. With consid- 
erable discussion in the literature as to whether 
"crowding" and "density" are interchangeable terms, 
(Stokels, 1972; Hawley, 1972), the analysis in 
this paper will enable us to see if, in fact, these 
two variables can be substituted for one another.2 

Interviewer Observations 

In addition to conducting interviews with the 
respondents, interviewers were asked to assess a 
number of characteristics of the respondents' 
dwellings and the area around it. While inter- 
viewers have identified type of structure and land 
use in the surrounding area in previous studies, 
we know of no attempts to have interviewers as- 
sess the extent to which the immediate environment 
around the respondents dwelling was built up. In 
an exploratory effort, interviewers in this survey 
were asked to makea judgement about the amount of 
open space around the respondent's dwelling. Spe- 

cifically, they were asked, 

Is the area that can be seen within 100 feet 
of the front door of the dwelling (or 100 
feet of the front door of the building in 
which the respondents' dwelling is located) 
best described as: 

1. Entirely built up with buildings, no open 
space present except that associated with 
privately owned buildings. 

2. Mostly built up with buildings; some open 
space present such as parks, school yards, 
open fields, vacant lots, body of water, 
etc. 

3. Sparsely built up with buildings; mostly 
open space present such as parks, school 
yards, open fields, vacant lots, bodies 
of water, etc. 

4. All open space; respondent's dwelling is 

the only building within the area. 

To date, little effort has been made to check 
the reliability of our interviewer's assessments. 
Nevertheless, we feel this variable may offer an- 
other measure of how close people live to each 
other. Subsequent work with this item in predict- 
ing to a number of attitudes and behaviors should 
reveal its relative importance as a variable. 

Objective Density Measure 

While the respondent's perception of crowd- 
ingand the interviewer's assessment of open space 
are relatively inexpensive measures for any sur- 
vey, measures of the actual density at which peo- 
ple in a sample live are more difficult and costly 
to obtain, particularly when the sample of house- 
holds is distributed among four hundred and sixty - 
five (465) locations throughout the United States. 
Within the context of a methodological study, a 
procedure and cost estimates were developed for 



measuring residential density for clusters of 

households falling in our national sample.3 In 

developing this work, residential density was de- 

fined as the number of households within a geo- 
graphic area known as the "micro- neighborhood ". 

Operationally, a micro -neighborhood includes the 

structure containing the respondent's dwelling and 
the five or six dwellings or buildings that can be 

seen from the respondent's dwelling entrance or 
from the entrance of the building within which the 
respondent lives. It should be remembered that 

this closely approximates the environment that the 
respondent and the interviewer were asked to as- 

sess as to the extent of crowding and open space, 
respectively. 

For our calculation of actual density,we had 
hoped to follow a procedure similar to that used 
in a study of planned residential environments 
(Lansing,Marans and Zehner, 1970). Briefly, this 

procedure involved the use of a transparent grid 

of a 2 -acre square which would be used in conjunc- 
tion with scaled maps or aerial photographs con- 
taining buildings and dwelling units falling in 
our sample. The number of dwellings within a 

square would be counted and divided by two in or- 
der to get a measure of the number of dwellings 
per acre for any cluster of dwellings.4 Unfor- 
tunately, detailed maps or photographs were not 
available for the 465 clusters of dwellings in our 
national sample. We viewed the time and cost in- 
volved in obtaining themes prohibitive. Instead, 
we relied on "sketch maps" prepared by our inter- 
viewers in enumerating dwellings and blocks for 
sampling purposes. These "sketch maps" contained 
block outlines, structures and the number of dwel- 
lings in each structure if it were devoted to res- 
idential use. In some instances, other physical 
features such as railroad lines, rivers and streams 
were shown. If these "sketch maps" had been drawn 
with consistent accuracy and toa specified scale, 
our task of measuring the land area within which 
our sample dwellings were situated would have been 
easy. However, in many instances, structures were 
not accurately located on the map nor were maps 
drawn to a specified scale. Furthermore, struc- 
tures which may have existed across the street 
from the sample dwellings were not shown. With 
these limitations, our measurements were not as 
precise as we had wanted. Nevertheless, we were 
able to make reasonably accurate estimates of land 
area based on a set of definitional criteria and 
reference maps covering all our sample points. 
These were either census tract maps, highway de- 

partment or road commission maps, U.S.G.S. maps 
or other maps available from local planning agen- 
cies. We are now in the process of validating our 
measures by obtaining and using aerial photos and 
detailed plat maps covering a number of sample 
sites.5 

After completing our calculations of density 
for each sample cluster, these values were assigned 
to each dwelling within the cluster. Seven den- 
sity classifications were created ranging from 
"less than one DU per acre" to "40 DU's per acre 
and over" with the modal category being 1 to 3 

DU's per acre.6 

We have developed an operational procedure 
for determining residential densities for small 
areas within the framework of national samples. 
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Although these measures are not precise, we be- 
lieve they are sufficiently accurate and can be 
used in studies where residential density is con- 
sidered to be an important explanatory variable. 
The procedure for obtaining the density measure, 
however, is both expensive and time consuming. A 
basic question is whether the cost is warranted 
based on the benefits derived from having this ob- 
jective density measure. 

Correlations Between Objective Density 
and Other Measures 

Thus far, we have discussed four of the den- 
sity measures used in this paper. Ranging in or- 
der from the most objective to the most subjective, 
they are: the objective density measure, size of 
place, interviewer's assessment of open space and 
respondent's perception of crowding. A fifth mea- 
sure, urbanicity, was added as a possible improve- 
ment over the traditional size of place measure. 
Like size of place, urbanicity can be easily ob- 
tained from existing data, but it has a more de- 
tailed set of ordered classes ranging from central 
cities to rural areas. 

As we indicated earlier, one objective of 
this paper is to consider the relationship be- 
tween the objective density measure and size of 
place of residence, a measure which has often been 
used to approximate population density. The pro- 
duct- moment correlation shown in Table 1 suggests 

Table 1 

Product -Movement Correlations Between Objective 
Density Measures and Other Density -Related 

Variables 

Objective Density 
Measure 

Size of place of residence .70 

Urbanicity Scale .72 

Interviewer's assessment of 
open space .47 

Respondent's perception of 
crowding .47 

that the relationship between these variables is 
fairly strong (r=.70). With urbanicity, the pro- 
duct- moment correlation is only slightly stronger 
than that between density and size of place. 7 
While these relationships are fairly strong, the 
question remains whether either of these variables 
representing the urban -rural continuum is a good 
substitute measure for actual density when pre- 
dicting attitudes and behaviors. In the next sec- 
tion of this paper we will attempt to shed addi- 
tional light on this question when we consider the 
marginal contributions of each of these variables 
in two regression analyses. 

The extent to which our two less objective 
density - related measures are related to theobjec- 
tive density measure are also shown in Table 1. 

The product -moment correlations between the in- 
terviewers' assessment of open space and density 
and the respondents' perception of crowding and 
density are identical (r = .47). However, these 
relationships are not as strong as the relation- 



ships between the density measure and size of place 
and urbanicity. As a result of these correlation 
analyses , we can tentatively conclude that, within 
the context of national samples, size of place (or 

urbanicity) may be appropriate substitute measures 
for residential density. Furthermore, the inter- 

viewer assessment of open space and the respon- 
dents' perceptions of crowding do not appear to 

be appropriate substitutes for actual residential 
density. In fact, they may be measuring other 
dimensions of density to which people will respond. 

Multivariate Analysis 

To find out if size of place (or urbanicity) 
are appropriate substitutes for the objective den- 
sity measure and if interviewer assessments and 
respondents' perceptions are measuring other di- 
mensions of density, we considered two series of 

regression analyses - ones with the respondents' 
level of satisfaction with the neighborhood as a 

dependent variable and the other with an observ- 
able behavior-whether the family participates in 

hunting and fishing. 

Satisfaction with Neighborhood 

In the analysis of neighborhood satisfaction, 
several multiple classification analyses were run. 
We included in each equation a base set of inde- 
pendent variables -- housing type, income, race, 

life cycle and education. The first equation in- 

cluded only these variables. In subsequent equa- 
tions we added to the base set of independent var- 
iables each density - related variable, one at a 

time, to observe its marginal effects. Table 2 

shows the results of adding each of our five den- 
sity- related measures to the base set of predic- 
tors. In the equation predicting to neighborhood 

Table 2 

Determinants of Neighborhood Satisfaction 

Independent Variables R2 Partial R2 

Base Set (Income, Education, 
Race, Life Cycle, Housing 
Type) 20.6 

Base Set, Objective Density 23.6 2.6 

Base Set, Size of Place 23.2 2.6 

Base Set, Urbanicity 23.4 2.8 

Base Set, Interviewer's 
Assessment of Open Space 23.5 2.9 

Base Set, Respondent's 
Perception of Crowding 34.0 13.4 

satisfaction using only the base set of predic- 
tors, 20.6 percent of the total variance is ex- 
plained. When adding the objective density mea- 
sure the proportion of variance explained increases 
to 23.2 percent with a partial R2 of 2.6 percent. 
Similarly, the additions of size of place, urbani- 
city, and the interviewers assessment of open 
space produce partial R2's ranging from 2.6 to 

2.9 percent.? However, when the respondents' per- 
ception of crowding is added to the base set of 
predictors, the proportion of variance explained 
is 34.0 percent, an increase of 13.4 percent. 
While it appears that the objective density mea- 
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sure and the interviewers' assessment of open 
space are no more useful in predicting peoples' 
satisfaction with their neighborhoods than the 

size of place (or the urbanicity) measure, their 
perception of crowding, contributes much more to 
the proportion of variance explained than the 
other measures. 

Participation in Hunting and Fishing 

Having tested the various density measures 
as predictors of a subjective variable -- namely 
the respondent's satisfaction with his neighbor- 
hood-- we next tested the measures against a more 
objective dependent variable, the family's parti- 

cipation in hunting and fishing. This variable 
was chosen because it is observable behavior which 
has been found to be strongly related to a corre- 
late of density -- size of place (Mandell and 
Marans, 1972). 

First, we regressed a dummy variable indicat- 
ing whether the family participates in hunting or 
fishing against the most important non- density re- 
lated independent variables, namely income,educa- 
tionand age. Together, this base set of variables 
explained 10.3 percent of the total variance. 

Table 3 summarizes the results of adding each 
of the five density measures to the base set of 
independent variables in order to see the marginal 
effects of each. Again, as in the prediction of 
neighborhood satisfaction, the objective density 
measure does not appear to be more useful in pre- 
dicting the family's proclivity to hunt or fish 
than the urbanicity or size of place variables. 

However, all three of these more objective mea- 
surespredict much better than the more subjective 
measures of the interviewer or the respondent. 

Table 3 

Determinants of Hunting and Fishing 

Independent Variables R2 Partial R2 

Income, Education Age 

Income, Education, Age, 
Objective Density 

Income, Education, Age, 

Size of Place 

Income, Education, Age, 

Urbanicity 

Income, Education, Age, 
Interviewer Assessment 
of Open Space 

Income, Education, Age, 
Respondents' Percep- 
tion of Crowding 

10.3 

15.0 4.7 

14.0 3.7 

15.2 4.9 

12.0 1.7 

10.9 0.6 

Summary and Conclusions 

In this paper we have considered the rela- 
tionship of residential density as an objective 
measure of how close people live to each other 
and size of place of residence - an often used 
surrogate density measure. We have also investi- 
gated relationships between the objective density 
measure and the assessments and perceptions of 



interviewers and respondents. Methods and proce- 

dures for obtaining data from a national sample 

of households were discussed along with their re- 
lative costs. Analyses of two dependent variab- 

les-- satisfaction with neighborhood and partici- 
pation in hunting and fishing -- were presented 
showing the relative value of each density- related 
variable as a predictor. 

As a result of these analyses, a number of 
conclusions can be drawn. First, size of place of 
residence and urbanicity are much better proxies 
for our objective density measure than the inter- 
viewer's assessment of open space or the respon- 
dents' perception of crowding. Second, these more 
subjective measures (interviewer open space as- 
sessment and respondent perception of crowding) 
appear to be measuring things other than density 

per se. This finding with respect to crowding 
tends to support the notion that the psychological 
experience should be distinguished from the physi- 
cal condition of density. Third, the traditional- 
ly used size of place of residence seems to be as 

good a measure as the urbanicity measure consist- 
ingof a more detailed and ordered set of classes. 
Finally, after controlling for a number of socio- 
economic and demographic variables, the objective 
density measure does not appear to be better than 
size of place of residence in predicting density - 
related dependent variables. 

APPENDIX A 

CONSTRUCTED VARIABLES 

Size of Place (1960 Census Classification) 

1. Central citiesof 12 largest SMSA's (includ- 
ing Consolidated Areas) 

2. Cities of 50,000 and over, exclusive of (1) 

3. Urban Places, 10,000- 49,999 

4. Urban places 2,500 -9,999 and other urbanized 
areas not included in above codes 

5. Rural, in an SMSA psu 

6. Rural, not in an SMSA psu 

Urbanicity 

1. Central cities of 12 largest SMSA's (ex- 

clude Long Beach and Jersey City) 

2. Cities with population (1960) of over 100,000 
excluding those coded 1 in this variable 

3. Suburbs, population (1960) 2,500 to 100,000 
within the twelve largest SMSA's 

4. Cities with population (1960) of 10,000 to 
100,000, excluding those coded 3 

5. Places with population (1960) of 2,500 to 
10,000 excluding those coded 3 

6. Rural places (population of less than 2,500 
(1960) in an SMSA) 

7. Rural, not in an SMSA; adjacent areas 

8. Rural, not in SMSA; outlying areas 
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APPENDIX A 

CONSTRUCTED VARIABLES 
(continued) 

Density 

1. Less than one DU per acre 

2. 1.00 - 3.49 DU's per acre 

3. 3.50 - 6.49 DU's per acre 

4. 6.50 - 11.49 DU's per acre 

5. 11.50 - 19.49 DU's per acre 

6. 19.50 - 39.49 DU's per acre 

7. 39.50 DU's per acre and over 

FOOTNOTES 

1The study which formed the basis of this paper 

was sponsored by the Bureau of Outdoor Recreation 
of the U. S. Department of the Interior. Work on 
the objective density measure was sponsored by a 
grant to the Institute for Social Research from 
the National Science Foundation - RANN Division. 
2The analyses of the relative importance of as- 

sessments of neighborhood attributes in predict- 

ing overall neighborhood satisfaction is in pro- 
cess. 

3The methodological study is one of several being 
funded at the Institute for Social Research through 
a grant from the National Science Foundation. 
4See Lansing et. al, p. 107 for a detailed dis- 

cussion of the procedures for calculating resi- 
dential density. 

5The procedure and cost estimates used in ob- 
taining measures of residential density are des- 
cribed in a Survey Research Center staff working 
paper "A Methodology for Measuring Residential 
Density in National Samples" by Robert W. Marans 
and Jean Wineman. 

6See Appendix A for categories of this construc- 
ted variable. 
7See Appendix A for the classes used in the size 

of place of residence and urbanicity variable. 
8When urbanicity and the objective density mea- 

sure were added to the base set of predictors, 

the partial R2 was 3.2 percent. 
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SURVEY MEASURES OF CHANGES IN HOUSEHOLD WEALTH AND BUYING 
EXPECTATIONS: A NOTE ON METHODOLOGY 
John McNeil, Bureau of the Census 

Since 1959, the Bureau of the Census has collect- 
ed quarterly household survey data which are in- 
tended to help predict changea in consumer spend- 
ing on durables. 

In the portion of the survey dealing with expect- 
ed automobile purchases, consumers are asked to 
estimate their chances of buying a oar during the 
next 6, 12, and 24 months. Changes in responses 
to these questions are then used as indicators of 
probable changes in actual spending. If, for ex- 
ample, the seasonally adjusted mean probability 
for all households of buying a car within 6 months 
rises from one quarter to the next, then, the as- 
sumption is that, other things being equal, the 
actual level of car purchases will rise. 

We determine whether a change in car buying 
chances has occured by measuring the level of 
probabilities in the first quarter, measuring 
them again in the second quarter, and subtracting 
one from the other. An alternative method of 
measuring change would be to ask during the sec- 
ond quarter if a household's chances of buying a 
car had increased or decreased since the first 
quarter. 

In fact, both these methods, the subtraction of 
one level from another and the single change ques- 
tion, were used in interviews with a panel of 
households who participated in a special Census 
Bureau study of consumer anticipations, 

From 1968 through 1970, the Census Bureau conduct- 
ed a series of five interviews with a panel of ap- 
proximately 3,500 households. The sample was not 
representative of U.S. households; it was a con- 
venience sample of generally middle income, sub- 
urban households from three widely dispersed geo- 
graphic areas. 

The purpose of the operation was first, to test 

alternative methods of collecting data on consumer 
buying expectations, secondly, to test the feasi- 
bility of collecting anticipations data in areas 
other than that of cars and household durables, 
and thirdly, to provide data which would help in 
the interpretation of the national data which was 
being collected regularly each quarter. 

This paper reports on the consistency of the two 
methods of measuring change. The alternative me- 
thods were used in measuring the change in the 
household's chances of buying a car and the changes 
in the amounts held by the household in savings 
accounts and U.S. Government bonds. The tests 
were built into the questionnaires used for the 
first two visits. During the first visit, in May 
1968, households were asked to estimate their 
chances of buying a car within 6, 12, and 24 
months. The procedure was the same as that used 
on the national sample - respondents were asked to 
select their answers from an 11 point scale with 
the numbers 0, 10, 20, and so on up to 100. Re- 
spondents were also asked about ownership of cer- 
tain assets, amoung them, savings accounts, and 
U.S. Government bonds. If the respondent reported 
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ownership of an asset, he or she was asked about 
the amount. The respondent was asked to indicate 
the amount by selecting a category from an answer 
sheet containing 15 categories of unequal inter- 
vals - under $250, $250 to $499, $500 to $999, 
$1,000 to $1,999, and on up to $50,000 and over. 
During the second visit, in November 1968 house- 
holds were asked to estimate their chances of 
buying a car within 6 and 12 months by selecting 
an answer from the same 11 point scale as had be- 
en used previously. They were then asked if 
their chances of buying a car had increased or de- 
creased since our May 1968 visit. Households 
were again asked the asset ownership and amount 
questions. If they reported ownership in Novemb- 
er, they were asked if the amount was greater or 
less than it had been in May. If a respondent 
reported a change, he was asked to name the amount 
by using the 15 point scale. 

The result of these sequences of questions was 
that we had two estimates each of the May to Nov- 
ember change in three variables - (1) the subject- 
ive probability of buying a car, (2) the amount 
in savings accounts, and (3) the amount in U.S. 
bonds. As we have mentioned, the estimates of 
levels and changes in asset amounts were somewhat 
crude in that they were in terms of intervals ra- 
ther than dollar amounts, but it was still poss- 
ible to test for consistency in the two methods. 

Tables 1 and 2 show the consistency of responses 
for the first variable - the household's subject- 
ive probability of buying a car. The November 
1968 question on whether the probability of buy- 
ing a car had increased or decreased was somewhat 
ambiguous because it did not specify a time or 
horizon. It is conceivable that a respondent's 
short -term probability would move in a different 
direction from his long -term prospects. We will 
review the consistency of the November 1968 
change question with both the computed change in 
6 -month probabilities from May to November and 
the computed change in 12 month probabilities. 

Table 1 shows that 803 households reported in No- 
vember 1968 that their chances of buying a car 
had increased from May to November. The table 
further classifies these households by the alter- 
native measure of change - the November probabil- 
ity of buying within 6 months minus the May pro- 
bability of buying within 6 months. Only 461 of 
the households show an increase by the second 
measure; 187 show no change, and 155 show a de- 
crease. Three hundred and forty two households 
out of the 803, or 43 percent, gave answers that 
were not consistent. The inconsistency rate for 
households which reported in November 1968 that 
their chances had not changed was 36 percent, the 
rate for those who had reported that their chances 
had decreased was 49 percent. The total number 
of households in table 1 is 3,489 and 1,383, or 
40 percent, of those households gave inconsistent 
replies to questions about their chances of buying 
a car. 



Table 2 repeats table 1 except that the alterna- 
tive measure of change is defined as the differ- 
ence between the November and May probabilities 
of buying a car within 12 months. The proportion 
of inconsistent replies rises to 48 percent using 
this definition. 

The findings suggest that considerable measure- 
ment errors exist in at least one of the methods 
used to measure the change in the oar buying pro- 
babilities of households. Since the single ques- 
tion method involves asking the respondent to com- 
pare his current chances with the chances of six 
months earlier, it is the most suspect method. 
Presumably, the shorter the recall period, the 
more accurate the response. It is possible to 
judge the relative accuracy of the two methods by 
looking at the actual car purchase behavior of 
the households. 

Tables 3 through 5 show the percent of households 
buying a car between November 1968 and May 1969 
for households classified by their response to 
the November 1968 change question and their re- 
sponses to the May 1968 and November 1968 ques- 
tion on probabilities. Table 3 indicates that 
both the November change question and the comput- 
ed May to November change succeed in placing re- 
spondents into categories with significantly dif- 
ferent purchase rates. Neither measure elimin- 
ates the influence of the other; households who 
had a positive May to November change in their 
probability of buying were more likely to buy if 
they reported in November that their chances had 
increased than if they had reported no change or 
a decrease; households reporting no change or a 
decrease in November were more likely to buy if 
their computed change in probability was positive 
than if it were zero or negative. Tables 4 and 5 
show that even when households are classified by 
their reported November 1968 probability, their 
likelihood of buying a car varies according to 
their responses to the November change question. 
For example, 13.8 percent of those households who 
reported in November 1968 that their chances of 
buying a car within 12 months was zero actually 
bought a car between November and May. When 
these households were classified by their respon- 
se to the November change question, the purchase 
rates were 10.4 percent for those who said their 
chances had decreased, 10.8 percent for those who 
said their chances had not changed, and 31.0 per- 
cent for those who said their chances had in- 
creased. 

Some regression results follow. The number of ob- 
servations is the number of households for which 
reasonably complete data were obtained for the 
first four visits, about 3,500. The first result 
below shows the results of defining the dependent 
variable as the presence or absence of a reported 
car purchase during November 1968 -May 1969, and 
using the November 1968 six month probability, 
the May 1968 six month probability, the change 
between the two, and the November 1968 single 
change question as the independent variables: 

(The latter variable was scaled as follows: one 
for increase, zero for no change or don't know, 
and minus one for decrease.) 
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CARPUR (Nov. - May) .1267 + .0087 MAY PRB + 
(.0020) 

.0423 NOV PRB + .0399 NOV CHANGE R2 = .14 
(.0023) (.0121) 

is usually the case, the percent of total var- 
iation explained is small. The most important 
variable by far is the November 1968 probability 
of buying a car, but both the May 1968 probability 
and the November 1968 change question have "t" 
values above 3. The computed May to November 
change in probabilities is not significant. When 
the dependent variable was defined as the change 
in actual purchases from the period May 1968 - 
November 1968 to the period November 1968 -May 
1969, the following results was obtained: 

= -.0276 + .0161 MAY PRB + 
(.0036) 

.2387 NOV CHANGE + .0484 A PRB R2 = .21 
(.0164) (.0032) 

In this test, both the computed May to November 
change in probabilities and the November 1968 
change question are highly significant; each of 
the "t" values is approximately 15. The May 1968 
probability variable is also significant with a 
"t" value of about 4. The performance of the 
November 1968 change variable is interesting. As 
we have mentioned earlier, the change in probabil- 
ity from May to November should be measured most 
accurately by subtracting one level from the 
other. The November 1968 change question should, 
in theory, be washed out by the more accurate 
computed change. The fact that the November 
change variable, scaled in a rather crude way, 
contributes as much as the computed change vari- 
able, is a measure of the unrealiability of many 
respondents' estimates of their probability of 
buying a car. For a substantial proportion of 
households, it suggests that computed changes in 
probabilities are not likely to be associated with 
changes in actual car buying behavior. It also 
suggests that the Census Bureau's program could 
be improved by the addition of a question on the 
order of the November 1968 change question. 

Tables 6 and 7 show the relationship of the two 
methods for measuring changes in the holdings of 
assets. One thousand and eighty -five households 
reported in November 1968 that their holdings in 
savings accounts were higher than they had been 

in May 1968. When these are classified by the 
difference between the level category reported in 
May and the level category reported in November, 
we find that 577 reported a higher category in 
November, 278 reported the same category, and 320 
reported a lower category. Because categories 
represent intervals, only the 320 can be consid- 
ered to have given inconsistent replies. For the 
1,284 households reporting that the amount they 
held in savings accounts had not changed, 316 
reported a higher November category, and 554 re- 
ported the same category, and 414 reported a 
lower category. The 730 households reporting hi- 
gher or lower categories gave inconsistent replies. 
Six hundred and seventeen households reported in 



November that their holdings in savings accounts 
had decreased: 160 of these reported a higher No- 
vember category, 133 reported the same, and 388 
reported a lower category. The 160 reporting a 
higher category were inconsistent. For all 
households in table 5, 1,110 out of 2,986, or 
more than 35 percent, gave inconsistent replies. 
Table 6 shows the results for holdings in U.S. 
Government bonds, and the results are very simi- 
lar. The percent of inconsistencies for all 
households in the table is again over 35 percent. 

The differences in the two measures of asset 
change are striking. According to their response 
to the November 1968 change question, 617 house- 
holds had a lesser amount in savings in November 
1968 than in May 1968, but 1,122 households re- 
ported a lesser category in November than they 
had in May. Only 85 households reported in No- 
vember 1968 that the amount they held in U.S. 
Government bonds had decreased since May, but 
276 reported a lower category in November than 
they had in May. 

Although it is not possible to measure the rela- 
tive merits of the two measures of asset change, 
the degree of inconsistency serves to reinforce 
the evidence that survey data on the asset hold- 
ings of consumers will almost certainly contain 
very serious errors. 
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Table 1.- TO 1968 QUESTION ON 
THE CHANCES OF BUYING CAR HAD INCREASED OR DECREASED 

COMPUTED MAY 1968 TO 1968 IN 
THE PROBABILITY OF BUYING A CAR WITHIN 6 MONTHS 

Response to Nov. 1968 
question on change and 
reported Nov. 1968 
probability of buying 
soar within 6 months 

Households reporting 
in Nov. 1968 that their 
chancee had increased: 

Total 

November 1968 6 -month 
probability: 

10 
20 
30 
40 
50 
60 

70 

90 
100 

Households reporting 
in Nov. 1968 that their 
chances had not changed: 

Total 

10 
20 
30 
40 
50 
60 
70 

90 
100 

Households reporting 
in Nov. 1968 that their 
chancee had decreased: 

Total 

10 

20 
30 
40 
50 
60 
70 

90 
100 

November 1968 6 -month 
probability minus 
1968 6-month probability 

Positive Zero Negative 

803 461 187 155 

206 - 88 
19 15 1 3 

102 68 17 17 
14 10 4 
6 5 - 1 

93 68 6 19 
12 9 3 
24 18 - 6 

123 94 22 7 
32 25 - 7 

172 149 23 - 

2,142 381 1;365 396 

1,581 1,297 284 
93 62 8 23 

210 134 29 47 
16 12 - 4 
12 7 - 5 

68 48 7 13 
5 4 - 1 

12 9 - 3 
74 54 10 10 

6 - 6 
59 45 14 - 

544 78 226 280 

457 216 241 
20 5 1 14 

35 16 3 16 
1 1 
3 
8 

3 
3 1 4 

- 

3 3 
9 4 2 3 
1 1 
7 4 3 



Table 2.- RESPONSE TO NOVEMBER 1968 QUESTION ON WHETHER 
THE CHANCES OF BUYING A CAR HAD INCREASED OR DECREASED 

BY COMPUTED MAY 1968 TO NOVEMBER 1968 CHANGE IN. 
THE PROBABILITY OF BUYING A CAR WITHIN 12 MONTHS 

Response to Nov. 1968 
question on change and 

All 

probability of buying a 
households 

car within 12 months 

Households reporting 
in Nov. 1968 that their 
chancee had increased: 

Total 

November 1968 12 -month 
probability: 

0 
10 
20 

30 
40 
50 
60 
70 
80 
90 

100 

Household; reporting 
in Nov. 1968 that their 
chances had not changed: 

Total 

10 
20 

30 
40 
50 
60 
70 
80 
90 

100 

Households reporting 
in Nov. 1968 that their 
chances had decreased: 

Total 

0 
10 
20 

30 
40 
50 
60 
70 
80 
90 
100 

November 1968 12 -month 
probability minus May 1968 
12 -month probability 

Positive Zero Negative 

803 469 172 162 

70 - 22 48 
9 7 - 2 

58 24 13 21 
10 5 1 4 
12 10 1 1 

74 42 9 23 
16 12 - 4 
30 17 - 13 

161 96 29 36 
54 43 1 10 

309 213 96 - 

2,142 591 982 569 

1,092 - 768 324 
86 44 7 35 

320 148 76 96 
39 28 - 11 

35 26 1 8 
145 84 19 42 
29 17 1 11 
27 17 2 8 
163 103 38 22 
41 27 2 12 
165 97 68 - 

544 55 135 354 

359 - 106 253 
17 1 2 14 
79 17 12 50 
4 - - 4 
3 2 - 1 

24 8 3 13 
2 - - 2 

5 1 - 4 
28 14 4 10 
5 2 - 3 

10 8 - 
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Table 3.- PERCENT OF HOUSEHOLDS BUYING A CAR BETWEEN 
NOVEMBER 1968 AND MAY 1969 BY NOVEMBER 1968 RESPONSE 

TO QUESTION ON WHETHER THE CHANCES OF A CAR HAD 
INCREASED OR DECREASED AND BY THE DIFFERENCE BETWEEN 

THE MAY 1968 AND 1968 PROBABILITIES 

Response to Nov. 1968 Probability minus May 1968 
Nov. 1968 

Total 
Probability 

question on 
change Probability of buy- Probability of buy- 

ing a car within ing a car within 

All house - 
holds 

Households 
reporting 
that their 
chances had 
increased 

Households 
reporting 

their 
chances had 
not changed 

Households 
reporting 
that their 
chances had 
decreased 

6 months 12 months 

Posi- 
tive 

Zero Nega- 
tive 

Posi- 
tive 

Zero Nega- 
tive 

21.1 38.0 14.7 20.4 29.3 16.4 18.3 

39.1 47.7 24.1 47.6 38.8 47.1 29.0 

16.2 28.1 11.9 19.9 22.0 11.6 18.3 

14.3 26.3 12.8 13.9 23.6 12.6 13.6 



Table 4.- PERCENT OF HOUSEHOLDS BUYING A CAR BETWEEN 
NOVEMBER 1968 AND MAY 1969 BY NOVEMBER 1968 RESPONSE 

TO QUESTION ON WHETHER THE CHANCES OF BUYING A CAR HAD 
INCREASED OR DECREASED AND BY MAY 1968 AND 1968 

PROBABILITIES OF BUYING CAR WITHIN 6 MONTHS 

Response to Nov. 
1968 question on May 1968 six month probability 

change and re- (Limber of chances in 100) 

ported Nov. 1968 Total 

probability of 
buying oar 
within 6 months 

All households... 

Nov. 1968 six 
month probability: 

0 
10 -30 
40 -60 
70 -90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had in- 

creased: 

Total 

Nov. 1968 six 
month probability: 

0 
10-30 
40-60 
70-90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had not 
changed: 

Total 

Nov. 1968 six 
month probability: 

0 
10 -30 
40-60 
70-90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had de- 
creased: 

Total 

Nov. 1968 six 
month probability: 

0 
10 -30 

40 -60 
70-90 
100 

0 10 -30 40-60 70-90 100 

21.1 17.1 25.2 31.1 31.9 27.7 

12.4 10.9 16.1 19.8 17.8 13.7 

21.2 20.3 20.5 20.7 19.1 42.9 

31.4 33.7 26.2 36.4 24.1 21.7 

46.6 43.2 54.9 26.1 54.0 50.0 
64.7 59.8 48.5 86.4 73.9 67.5 

39.1 34.7 36.4 41.3 52.6 46.4 

17.0 11.9 26.9 6.3 29.6 26.3 

29.6 32.9 24.1 33.3 11.1 33.3 

32.4 28.6 25.0 45.5 53.8 28.6 

49.7 47.6 55.6 23.1 56.3 57.1 
66.3 65.2 42.9 88.2 77.1 65.2 

16.2 13.3 21.6 24.0 25.8 31.4 

11.8 10.7 14.4 16.7 20.4 18.4 

18.5 9.9 20.5 23.5 23.1 45.5 
31.8 42.5 29.4 30.0 - 50.0 

39.8 34.1 57.1 25.0 43.8 43.8 
61.0 46.2 80.0 75.0 70.0 71.4 

14.3 13.0 13.6 28.2 14.0 13.0 

12.3 11.6 14.3 31.0 11.8 6.9 

16.1 15.8 13.3 - 16.7 50.0 
18.2 20.0 - - 50.0 

53.8 50.0 - 50.0 100.0 50.0 

57.1 50.0 100.0 - 66.7 
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Table 5.- PERCENT OF HOUSEHOLDS BUYING A CAR BETWEEN 
1968 AND MAI 1969 BY NOVEMBER 1968 RESPONSE 

TO QUESTION ON CHANCES OF A CAR HAD 
INCREASED OR DECREASED AND BY MAY 1968 AND 1968 

PROBABILITIES OF BUYING A CAR WITHIN 12 MONTHS 

Response to Nov. 
1968 question on May 1968 12-month probability 
change and re- (Number of chancee in 100) 
ported Nov. 1968 Total 
probability of 
buying a oar 
within 12 months 

All households... 

Nov. 1968 twelve 
month probability: 

10-30 

40-60 
70-90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had in- 
creased: 

Total 

Nov. 1968 twelve 
month probability: 

0 
10-30 

40-60 
70-90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had not 
changed: 

Total 

Nov. 1968 twelve 
month probability: 

10-30 
40-60 
70-90 
100 

Households re- 
porting in Nov. 
1968 that their 
chances had de- 
creased: 

Total 

Nov. 1968 twelve 
month probability: 

10-30 

40-60 
70-90 
100 

0 10-30 40-60 70-90 100 

21.1 13.8 21.3 23.6 29.9 32.7 

10.2 7.4 12.8 14.9 16.4 13.3 
15.0 11.8 16.0 15.0 23.3 14.5 
20.3 24.8 17.6 9.8 21.3 26.3 
31.7 23.8 31.5 28.4 33.6 43.0 
54.7 54.3 47.8 58.0 49.5 59.9 

39.1 31.0 35.0 38.0 40.4 54.9 

21.7 13.6 33.3 20.0 22.2 33.3 
13.0 15.2 11.1 12.5 12.5 10.0 
21.6 25.7 19.2 14.3 25.0 18.2 

35.5 27.4 31.0 38.7 36.2 48.8 
58.9 51.6 56.3 55.9 56.7 67.7 

16.2 10.8 17.7 18.6 26.1 30.6 

9.5 6.9 14.1 11.3 18.4 19.5 
15.3 11.1 16.5 18.4 27.7 12.5 

20.1 24.6 17.9 9.7 18.9 30.0 
26.8 22.0 26.8 21.9 29.7 34.3 
47.9 60.7 31.6 61.5 35.1 51.5 

14.3 10.4 14.8 15.9 19.6 ]4.2 

10.3 9.4 9.6 19.4 12.7 7.3 
15.0 12.5 16.7 7.1 16.7 17.6 
17.2 20.0 - - 25.0 28.6 

36.8 - 66.7 - 38.5 50.0 
44.4 50.0 - 66.7 66.7 37.5 



Table 6.- RESPONSE TO NOVEMBER 1968 QUESTION ON WHETHER 
THE AMOUNT HELD IN SAVINGS ACCOUNTS HAD INCREASED OR 
DECREASED BY COMPUTED MAY 1968 TO NOVEMBER 1968 CHANGE 

IN THE AMOUNT HELD IN SAVINGS ACCOUNTS 

Table 7.-RESPONSE TO NOVEMBER 1968 QUESTION ON WHETHER 
THE AMOUNT HELD IN U.S. GOVERNMENT BONDS HAD INCREASED 

OR DECREASED BY COMPUTED MAY 1968 TO NOVEMBER 1968 CHANGE 
IN THE AMOUNT HELD IN U.S. GOVERMENT BONDS 

Response to Nov. 1968 November 1968 category Response to Nov. 1968 
question on change and All minus May 1968 category question on change and 
reported Nov. 1968 households 

Positive Zero Negative 
reported Nov. 1968 

amount held in savings amount held in bonds 

Households reporting in Households reporting 
Nov. 1968 that their in Nov. 1968 that their 

holdings had increased 

November 1968 amount: 

1 

2 
3 
4 
5 

6 

7 
8 

9 
10 
11 

15 

Households reporting 
in Nov. 1968 that their 
holdings had not changed 

November 1968 amount: 

1 
2 

3 

4 

5 
6 
7 
8 

10 
11 

13 

15 

Households reporting 
in Nov. 1968 that their 
holdings had decreased 

November 1968 amount: 

holdings had increased 1,085 

November 1968 amount: 

Interval Category 

577 278 320 

Under $250 1 75 27 31 17 

$250 to $499 2 65 29 15 21 
$500 to $749 3 72 39 14 19 
$750 to $999 4 75 46 7 22 
$1,000 to $1,999 5 161 56 59 36 
$2,000 to $2,999 6 116 66 17 33 
$3,000 to $3,999 7 90 57 18 15 

$4,000 to $4,999 8 82 58 17 7 
$5,000 to $7,499 9 93 49 29 15 

$7,500 to $9,999 10 94 54 26 14 

$10,000 to $14,999 11 66 37 19 10 
$15,000 to $19,999 12 36 25 5 6 

$20,000 to $24,999 13 22 13 6 3 

$25,000 to $49,999 14 30 16 12 2 
$50,000 or more 15 8 5 3 - 

Households reporting in 
Nov. 1968 that their 
holdings had not changed 1,284 316 554 414 

November 1968 amount: 

1 177 16 98 63 

2 109 28 44 37 

3 106 27 36 43 
4 98 25 33 40 
5 191 42 94 55 
6 137 37 58 42 
7 92 25 34 33 
8 52 13 17 22 
9 101 34 40 27 

10 64 20 25 19 
11 71 20 34 17 
12 29 11 10 8 
13 24 5 14 5 

14 24 10 11 3 

15 9 3 6 - 

Households reporting in 
Nov. 1968 that their 
holdings had decreased 617 160 133 388 

November 1968 amount: 

1 98 5 34 59 
2 75 6 16 53 

3 68 15 8 46 
4 43 6 9 28 
5 86 15 15 56 
6 61 9 12 40 
7 42 9 7 26 
8 29 3 4 20 
9 49 7 16 26 

10 19 6 3 10 
11 23 9 3 11 
12 12 4 2 6 
13 4 1 - 3 

14 10 2 4 4 
15 - - - - 

1 
2 

3 
4 
5 

6 

7 
8 
9 
10 
11 - - 

All 
households 

November 1968 category 
minus May 1968 category 

Positive Zero Negative 

432 215 143 74 

116 37 63 16 

94 46 28 20 
67 35 18 14 

34 27 1 6 

58 29 19 10 
28 23 4 1 
9 3 3 3 

8 2 1 

2 1 1 - 
7 2 3 2 

5 3 1 1 

- - - - 

- 
1 

- - 

976 286 533 157 

543 144 330 69 
165 58 75 32 
81 19 49 13 

15 16 14 
65 23 27 15 

26 8 7 
15 4 9 2 
5 2 3 - 

6 2 

3 1 1 1 
1 - 1 - 
8 3 4 1 

4 2 2 - 

3 - 2 1 
- - - - 

85 15 24 45 

39 3 16 20 
18 6 5 7 
7 2 1 4 
8 - - 8 

5 1 1 2 
4 1 1 2 

- - - 
2 1 1 

1 1 - 
1 - - 1 

12 

13 

14 
15 - 
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A STUDY OF THE EFFECT OF REMUNERATION UPON RESPONSE 

IN A HEALTH AND NUTRITION EXAMINATION SURVEY 
Henry W. Miller, Jacqueline Kennedy, and E. Earl Bryant 

National Center for Health Statistics* 

In April 1971, a major new national health survey 
was undertaken by the National Center for Health Statis- 
tics (NCHS). This survey, the Health and Nutrition Exam- 
ination Survey (HANES), is the fourth health examination 
type survey to be conducted by NCHS in compliance with 
the National Health Survey Act of 1956. 

The present program is similar to the past surveys in 
that the sample design is a highly stratified, multistage 
probability type so that national and regional estimates by 
various socioeconomic and demographic characteristics can 
be made of the findings. It also utilizes the same data 
collection mechanism of mobile examination centers em- 
ployed in the previous surveys. 

There are two primary differences which distinguish 
HANES from the other surveys. First, it is a dual pur- 
pose-to measure and monitor the nutritional status of the 
American people and to collect information on the health 
and health care needs of the adult population. Secondly, 
the target population includes all persons 1 -74 years of age 
rather than a specific, narrower, age segment of the popu- 
lation. The previous three surveys were concerned with 
characterizing the health status of adults 18 -79 years, 6 -11 
years and 12 -17 years, respectively. 

The design of HANES calls for a sample size of 
approximately 30,000 persons from 65 primary sampling 
units across the nation. The persons selected for the exam- 
ination are chosen so as to provide a representative sample 
of the total population with oversampling of groups at 
high risk of malnutrition. In keeping with the dual purpose 
concept of HANES, a subset of persons aged 25 -74 years 
receive, in addition to the nutrition examination, a more 
detailed examination designed to detect certain chronic 
diseases. 

Data are collected by three teams of specialized per- 
sonnel operating simultaneously in various parts of the 
United States. The examinations take place in specially built 
and equipped mobile examination centers which consist of 
three interconnecting trailers. The staffs of the mobile 
examination centers include physicians, dentists, nurses, 
laboratory and health technicians, and dietary interviewers. 

As in past surveys, the first contact with a sample 
household is made by a Bureau of the Census interviewer. 
At that time, a household questionnaire is completed which 
identifies the household composition and obtains various 
socioeconomic and demographic items. The Census inter- 
viewer explains that if anyone in the household is selected 
in the sample, a representative of the U.S. Public Health 
Service will call again within a week or so to explain the 
survey. 

After the household interviews are completed, and the 
sample of persons to be examined is selected, HANES in- 
terviewers visit the sample persons to administer a health 
questionnaire and to niake appointments for them to be 
examined. 

Even though a household questionnaire and medical 
history forms may have been completed, and an appoint- 
ment made for the examination, a person is not considered 
a respondent unless he actually participates in the examin- 
ation. Past HES samples and present HANES sample are 
defined as of the time of the first household contact. 
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Consequently, in addition to the nonresponse due to refusal 
to participate, there is also a certain amount of built -in 
nonresponse since persons who move, go on vacation, 
become ill, or for other reasons are not physically available, 
cannot be examined. If the nonrespondents differ from 
respondents for a given measurement, the amount of non - 
response bias introduced into an estimate generally would 
be expected to vary with the amount of nonresponse. 
Therefore, response rates for a survey such as HANES are 
important indicators of possible nonresponse biases. Re- 
sponse rates for the first three surveys were 87, 96, and 90 
percent, respectively. 

As HANES progressed through 1971, it became in- 
creasingly apparent that the response rate would not nearly 
approach the rates of the previous surveys. Interviewer 
techniques and procedures were appraised, and retraining 
and observations were made of individual interviewers. 
Other measures were also undertaken such as seeking more 
publicity about the survey at individual locations, seeking 
assistance from community action groups, and using pam- 
phlets to provide sample persons with more information 
about the survey. Although these measures may have im- 
proved the response rate to some extent, the rate remained 
below satisfactory levels. By the end of the first 15 stands 
or sample locations, only 64 percent of the total sample 
had been examined, the response rates for the stands 
ranging from 46 to 82 percent. If the survey was to suc- 
ceed, it was obvious that some additional means had to be 
found for motivating people to respond. 

A proposal was made that response might be increased 
if some remuneration was offered to those who would par- 
ticipate in the examination. In past surveys conducted by 
NCHS, the response rate was high enough so that payment 
for participation had not been considered necessary. It was 
felt that for HANES such payment would be reasonable 
in aiding response since the time involved in traveling to 
andj from the mobile examination center and the examination 
itself requires more of the examinee's time than in the past 
surveys, resulting in many instances in loss of time from 
work with subsequent loss of pay, or requiring the house- 
wife to hire a baby sitter. In addition, it was felt that 
there might be offsetting economies in terms of the re- 
duced number of visits required by HANES interviewers to 
seek cooperation. Finally, if remuneration could increase 
response to a satisfactory level, the additional cost would 
be relatively small as compared to the importance of the 
total program. 

Necessary clearances were submitted and plans and 
procedures developed in November 1971 to institute a 
study of the effect of remuneration upon response. The 
earliest possible date that the study could be started was 
January 1972, at which time operations would be starting 
at three sites - Tucson, Arizona; West Palm Beach, Florida; 
and San Antonio, Texas. The latter was selected for two 
primary reasons -a sample size' of about 600 as compared 
with 350 and 500 at the other two; and the fact that the 
San Antonio population was expected to be more typical 
of future HANES stands, particularly with respect to in- 
come and age distributions, than either Tucson or West 
Palm Beach. 



Experimental Design and Survey Procedures 

The design for the study was superimposed on the 
HANES sample design for the San Antonio SMSA and the 
survey procedures that had been specified for the national 
survey. The sample was of fixed size and was selected in 
clusters or segments of an expected 6 households each. 
Segments located in Census enumeration districts (ED's) 
classified in the 1960 Census as having median family in- 
comes of less than $3,000 per year were selected at a rate 
of 8 times that of segments located in ED's with higher 
median incomes. The expected result was that about a 
fourth of the sample persons would have family incomes 
of less than $3,000. The initial sample consisted of 651 
households, of which 631 were interviewed. The 2,010 
persons that composed the initial sample were listed by 
age and sex, and a systematic sample of 603 persons was 
selected, oversampling preschool children, women 2044 
years of age, and persons over 65. These 603 persons came 
from 402 households and 138 segments. 

The first step in the experimental design was to clas- 
sify the segments by median family income according to 
the information that had been collected in the household 
interviews and by segment size. The segments were then 
sorted into 7 size -income classes as indicated by the follow- 
ing grid. 

Number of occupied 
households in segment 

Medium Annual Family 
Income of Segment 

Under $4,000 $4,000+ 

1 

2 

3 

4 

5 

Segments in each cell were randomly paired with an- 
other segment in the same cell. One segment of each pair 
was then randomly selected to have all of the sample per- 
sons in that segment told about the remuneration (Proce- 
dure A). The sample persons in the other segment of that 
pair were not told about the remuneration (Procedure B). 
It should be noted that all persons who were examined re- 
ceived $10.00. The only difference was that some of them 
did not know that they would be paid until they arrived 
at the examination center. 

The pairs of segments were randomly assigned to the 
interviewers so that each interviewer's assignment was com- 
posed of a representative subsample of the segments. 

An attempt was made, therefore, to control on three 
variables thought to be related to response; namely income, 
segment size, and the interviewer. It seemed reasonable that 
an offer of $10.00 would influence persons with low in- 
come more than it would those with higher incomes. Also, 
it is well known that some interviewers are more success- 
ful than others in obtaining response in surveys. Thus it 
seemed necessary to try to balance any effect the inter- 
viewers might have in the experiment. Segment size was 
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selected as a control because of the possible interaction 
within segments between the sample persons, and to pro- 
vide the ability to regulate the size of assignments to in- 
terviewers. This type of control was important because 
some of the interviewers could work only two weeks be- 
fore they had to report to another HANES stand. The 
assignment of too many sample persons would make it im- 
possible for an interviewer to complete all of the segments 
in her subsample, which was a necessary condition for the 
study. 

The design of the study was thoroughly explained to 
the interviewers before the interviewing began. They were 
told that they must conduct the survey precisely as was 
their practice in other HANES stands, except for occasions 
where the procedures had been changed to accommodate the 
experiment. The major difference between their usual rou- 
tine and the procedures to be followed in this stand was 
that they must offer remuneration to all sample persons 
so designated, and under ,no circumstances were they to 
offer remuneration to those not designated. If a person in 
Procedure `B" or "not- to -be- told" group had heard about 
remuneration, then he would be told that payment of 
$10.00 would be made if he should be examined. In such 
cases, a record was made to indicate that he knew about 
the payment. 

To assure that the interviewers used a standard 
approach in the offer of remuneration, a statement was 
prepared and made part of the introductory remarks that 
the interviewers normally make upon entrance to a house- 
hold. The statement read- " the United States Public 
Health Service is conducting a study on the health of the 
American people. The people chosen for the study are part 
of a carefully selected scientific sample, representative of 
all people in the United States. For the study to accurately 
picture the health of the Nation, we need your help. Today, 
I will ask some questions about your health and related 
matters. Then I would like to make an appointment for 
you to receive a free health examination at our special 
examination center. As an expression of appreciation for 
your help in this important survey, and as compensation 
for your time and inconvenience, you will receive a fee of 
$10.00 after the examination. Also, we will send any signi- 
ficant findings of the examination to the physician and 
dentist that you may want to designate." (If more than 
one family member was in the sample the interviewer em- 
phasized that each sample person would receive $10.00.) 
This statement was either read or paraphrased for each 
sample person assigned to Procedure A. For those assigned 
to Procedure B, the statement was altered to exclude the 
part about remuneration. 

The interviewers were told to stress several times dur- 
ing the interview the importance of keeping appointments 
and to explain the complete examination to each person. 
This was done to reduce the possibility that they would 
decide later to cancel the appointment because of their 
lack of understanding and appreciation for the examination. 

At the appointed time, a taxi cab picked up the sam- 
ple persons at their home or other designated place and 
drove them to the examination center. 

When the examination was completed, each person 
was paid $10.00 in cash and asked to complete a form 
designed primarily to determine whether the sample per- 
son knew about the remuneration before the examination. 
The principal question asked was: "before coming for the 
examination, did you know that you would receive pay- 



ment or compensation for your time if you came ?" Those 
answering "yes," were asked how they knew. 

In any experiment of this kind, it is inevitable that 
the design will not be followed exactly. One problem en- 
countered in this study resulted from the need to have in- 
terpreters accompany interviewers to households where no 
one could speak English. The number of times that inter- 
preters were used is not known exactly, but it probably was 
required in as many as 10 -15 percent of the households. 
Some training was given to all the interpreters. However, 
they were not randomly assigned to treatment groups, and, 
consequently, the experimental results are probably con- 
taminated to some extent by interviewer effects. 

Another problem arose because some interviewers were 
not able to complete all of their assignment before having 
to leave San Antonio to work at another HANES stand. 
The goal was to have the assigned interviewer complete at 
least a first contact with a sample person, make remuner- 
ation offers, and attempt to make examination appoint- 
ments. At the end of the fourth week of the survey, 4 of 
the 6 interviewers had departed without having completed 
first contacts with 109 sample persons; fifty were in the 
Procedure "A" group and 59 in Procedure "B ". These 
were randomly reassigned to the two remaining interviewers. 

Also, there may have been some effect on final re- 
sponse rates for the two treatment groups due to the use 
of temporary interviewers who were hired near the end of 
the study to follow up on persons who had refused to be 
examined, broke appointments, etc. These people were 
well - trained, experienced interviewers, however, and their 
assignments included similar proportions from both treat- 
ment groups. 

Findings of the Study 

Remuneration had a positive effect on the response 
rate for the San Antonio stand; 82 percent of the sample 
assigned to Procedure "A" were examined as compared 
with 70 percent of those assigned to procedure ". This 
difference of twelve percentage points is both statistically 
significant and large enough to have important implications 
for future HANES stands. 

The differences observed between the two groups are 
probably conservative since some of the people were not 
told about remuneration when they should have been and 
a few were told when they should not have been. Accord- 
ing to the records kept by interviewers there were 10 pro - 
cedure "A" errors and 4 Procedure "B" errors. This may 
be an under count, however. According to answers given 
by the sample persons themselves in the Exit Interview, as 
many as 20 percent of the Procedure "A" group may not 
have known about remuneration, while 14 percent of those 
in the Procedure `B" group may have known. It is diffi- 
cult to assess the accuracy of these figures, however, since 
there was some evidence that the questions were not thor- 
oughly understood. This occurrence was apparent when a 
person specified how he knew about remuneration after 
answering "No" to the question: "Before coming for the 
examination, were you told that you would receive payment 
as compensation for your time if you came ?" 

The possible effects of this confounding should be 
kept in mind when interpreting the results, since the re- 
sponse rates were computed according to the original as- 
signment to Procedure "A" and Procedure "B". 
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Although the study design did not control on age 
and sex nor on income at the household level, it is instruc- 
tive to examine the response rates within these domains. 

Table 1 shows that there was a general improvement 
in the response rates among the various subclasses of the 
population. Although a few of the differences shown are 
not statistically significant, most of them indicate a 10 
percentage point or more increase in response rates when 
remuneration was offered. 

One might hypothesize that the effect of remunera- 
tion upon response rates increases with decreasing income. 
This was not true for this study. Eighty -five percent of the 
sample in Procedure "A" with annual incomes of $4,000 
or more were examined, a 13 percentage point increase 
over the rate for Procedure "B". For people with annual 
family incomes of less than $4,000 per year, the rates were 
78 percent for Procedure "A" and 67 percent for Proce- 
dure ". 

The effect of remuneration was greater for males than 
females. In fact, for females in the age groups 1 -19 and 
45 -74 there was essentially no difference between the re- 
sponse rates of the two treatment groups, the rates being 
the same (85 percent) for the younger age group and 56 
as compared with 52 percent for the older age group. This 
finding is also consistent with the response rates observed 
in previous HANES stands where relatively high rates were 
obtained for those under 20 with a noticeable decrease in 
the rate with increasing age. 

There are probably many reasons why the older women 
did not respond including possibly fear or reluctance of 
being examined by a strange physician, fear of having cer- 
tain physical conditions diagnosed, and reluctance to ride 
alone in a taxi across town. 

In an attempt to refine the analysis to determine 
whether remuneration was the reason for improved response 
rates rather than other factors such as follow -ups, inter- 
viewer effects, etc., tabulations were made of the propor- 
tion of the sample making appointments at first contact 
and the proportion of these who kept the appointments. 
These findings are presented in Tables 2 and 3. 

Although the differences shown in Table 2 are not 
statistically significant, the pattern of response rates by in- 
come, sex and age provides some evidence that remunera- 
tion did influence people to make appointments. Overall, 
66 percent of those assigned to Procedure "A" and 61 
percent of those assigned to Procedure "B" made appoint- 
ments the first time they were contacted. 

Table 3 shows that those expecting remuneration kept 
their appointments more often than those who did not 
expect to be compensated. Again, the sample sizes were 
too small to detect significant differences. However, the 
proportion keeping appointments is consistently larger for 
Procedure "A" than for Procedure `B" for all of the var- 
iables studied. 

The primary criterion for measuring the success of 
this experiment and for making a decision to begin paying 
respondents in the national survey was whether such pay- 
ment would cause a substantial increase in the response 
rate. However, as in all surveys, cost was also a factor, and 
an additional cost of $10.00 per person would not be in- 
significant. The argument can be presented, however, that 
remuneration will not necessarily increase the survey cost in 
that some savings accrue because respondents are more coop- 
erative and require fewer contacts to obtain response. 



The data in Table provide some support to this ar- 
gument. Eighty percent of the Procedure "A" sample 
kept their appointments without requiring multiple con- 
tacts as compared with 72 percent of the Procedure `B" 
sample. This greater degree of cooperation was observed 
for each of the age, sex, and income classes shown in the 
table. 

Another index of the amount of effort required in the 
attempt to get people to be examined is the rate of "dis- 
ruptive" contacts made, that is, the number of contacts 
made following refusals, and broken appointments, per 100 
sample persons. These rates are shown in Table 4 by Proce- 
dure according to age, sex, and family income. Again, it is 
apparent that less effort was made to complete the survey 
for those promised remuneration that for those not prom- 
ised remuneration, the rate being 52 per 100 persons for 
Procedure "A" and 62 for Procedure ". This difference 
did not prevail for all of the age, sex, income classes 
shown in the table, but it did for the majority of the 
classes. 

Epilogue 

The findings of this study were considered significant 
enough to include remuneration as a routine procedure in 
the national survey. Remuneration of $ 10.00 per person 
examined was initiated simultaneously at the twenty -first 
(Avoyelles, Louisiana) and twenty- second (San Francisco, 
California) stands in the sequence of operations to cover 
the 65 stands scheduled for the survey. At the present 
time, operations have been completed at a total of 10 stands 
at which remuneration was made, including San Antonio. 
Of the 4,284 sample persons at those stands, 78.5 percent 
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have participated in the examination. This compares with 
67.2 percent for 19 preceding stands where remuneration 
was not offered. 

Although it is not possible to assess just how much of 
this rather substantial response difference was due to re- 
muneration, it seems clear that remuneration was a major 
factor. One other factor which may explain part of the 
difference is that the group of no -pay stands included a 
number of places in the Northeastern United States and 
other large metropolitan areas where, on the basis of our 
experience in previous health examination surveys, response 
was expected to be low. If these stands are excluded from 
both groups (7 pre- remuneration and 1 post remuneration 
stand) the response rates are 71.9 and 81.5, respectively. 

The recent improvement in the response rate, for 
whatever reasons, is a welcome development. It should be 
realized, however, that even if the rate should continue at 
the 78 percent level for the remaining stands, we would 
not be content. Every effort will continue to be made, 
consistent with available resources, to make further im- 
provements in the HANES response rate. 

FOOTNOTES 

*We wish to acknowledge the assistance of Dr. Saul 
Rosenberg, Miss Jean Findlay, and Mr. Kenneth Harris of 
NCHS, who participated in the various phases of this study. 

Information for the 20 nonresponding households was 
obtained from neighbors and their household members 
were included in the sampling frame. 



Table 1. Proportion of Sample Persons Examined by Experimental Procedure According to Family Income, Age, 

and Sex: HANES Remuneration Study 

Variable 
Experimental Procedure A Experimental Procedure B Standard 

error of 

difference Sample 
sizes 

Proportion 
examined 

Sampling 
variance 

Sample 
size' 

Proportion 
examined 

Sampling 
variance 

Total 303 .82 .00049 292 .70 .00072 .035 

Total Income 

Under S4,000- 115 .78 .00149 99 .67 .00223 .061 

$4,000+ 170 .85 .00075 173 .72 .00117 .044 

Unknown 18 .72 .01073 20 .75 .00938 .142 

Sex 

Male 128 .88 .00083 123 .74 .00156 .049 
Female 175 .78 .00098 169 .67 .00131 .048 

Age and Sex 

1 -19 years 118 .90 .00076 110 .83 .00128 .045 

Male 56 ..95 .00085 55 .80 .00291 .061 
Female 62 .85. .00206 55 .85 .00232 .066 

20 -44 years .86 .00140 .00260 
Male- 27 .78 .00636 23 .74 .00837 .121 

Female 59 .90 .00153 62 .65 .00367 .072 

45 -74 years 99 .69 .00214 97 .59 .00249 

Male- 45 .84 .00299 45 .67 .00491 .089 

Female 54 .56 .00456 52 .52 .00480 .097 

'The initial sample contained atotal of 603 sample persons of wham eight could not be contacted. Three 
of these were in experimental procedure A and five in B. Since these eight persons were not contacted, 
they are excluded from this analysis. 

Table 2. Proportion of Sample Persons Making and Appointment at First Contact by Experimental Procedure 
According to Family Income, Age and Sex: HANES Remuneration Study 

Variable 
Experimental Procedure A Experimental Procedure B Standard 

error of 
difference Sample 

size' 
Proportion 
appointed 

Sampling 
variance 

Sample 
size' 

Proportion 
appointed 

Sampling 
variance 

Total 303 .66 .00074 292 .61 .00081 .039 

Family Inccmie 

Under $4,000- 115 .74 .00167 99 .70 .00212 .062 

$4,000+- 170 .64 .00136 173 .56 .00142 .053 

Unknown 18 .33 .01338 20 .65 .01138 .157 

Sex 

Male 128 .73 .00154 123 .70 .00171 .057 

Female 175 .61 .00136 169 .55 .00146 .053 

Age and Sex 

1 -19 years 118 .68 .00184_ 110 .63 .00212 .063 
Male 56 .71 .00368 55 .75 .00341 .084 
Female 62 .65 .00367 55 .51 .00454 .091 

20 -24 years .00248 .00264 
Male 27 .74 .00713 23 .61 .01034 .132 
Female 59 .66 .00380 62 .68 .00351 .085 

45 -74 years .00238 .00254 .070 
Male 45 .73 .00438 45 .69 .00475 .096 
Female 54 .52 .00462 52 .44 .00474 .097 

'See footnote on Table 1. 
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Table 3. Proportion of Sample Persons Keeping Appointment Made at First Contact by Experimental Procedure 
According to Family Income, Age and Sex: HAKES Remuneration Study 

Variable 
Experimental Procedure A Experimental Procedure B Standard 

error of 
difference Sample 

size 
Proportion 
kept.appt. 

Sampling 
variance 

Sample 
size 

Proportion 
kept appt. 

Sampling 
variance 

Total 200 .80 .00080 179 .72 .00113 .044 

Family Income 

Under $4,000- 85 .74 .00226 69 .65 .00330, .075 
$4,000+- 108 .84 .00124 97 .75 .00193 .056 
Unknown 7 .86 0 13 .77 .01362 .117 

Sex 

Male 93 .82 .00159 86 .75 .00218 .061 
Female- 107 .79 .00155 93 .68 .00234 .062 

Age and Sex 

1 -19 years .86 .00151 69_ .75 .00272 .065 
Male- 40 .88 .00264 41 .78 .00419 .083 
Female- 40 .85 .00319 28 .71 .00735 .103 

20-44 years 59 .71 .00349 .63 .00416 .087 
Male- 20 .65 .01138 14 .64 .01646 .167 
Female - 39 .74 .00493 42 .62 .00561 .103 

45 -74 years 61 .80 .00262 .76 .00338 
Male- 33 .85 .00386 31 .77 .00571 .098 
Female 28 .75 .00670 23 .74 .00837 .123 

Table 4. Number and Rate Per 100 Sample Persons of Disruptive Contactslby Experimental Procedure According 
to Family Income, Age and Sex: HANES Remuneration Study 

Variable 

Experimental Procedure A Experimental Procedure B 
Standard 
error of 

difference 
Number of 
disruptive 
contacts 

Rate per 
100 sample 
persons 

S lin 
variance 

Number of 

.disruptive 
contacts 

Rate per 
100 sample 
persons 

Sampling 
variance 

Total 158 52.15 .00207 182 62.33 .00283 .070 

Family Income 

Under $4,000- 71 61.74 .00618 77 77.78 .01309 .139 

$4,000+ 76 44.71 .00341 95 54.91 .00339 .082 

Unknown 10 58.82 .04444 10 50.00 .04444 .298 

Sex 

Male 56 43.75 .00403 67 54.47 .00883 .113 

Female 102 58.29 .00402 115 68.05 .00376 .088 

Sex and Agie 

1 -19 years 45 38.14 .00404 44 40.00 .00437 .092 
Male- 39.29 .01018 38.18 .00841 .136 

Female 23 37.10 .00647 23 41.82 .00922 .125 

20 -44 years 53.48 .00758 83.53 .01704 
Male- 16 59.26 .01783 21 91.30 .15777 .419 
Female- 30 50.85 .01249 50 80.65 .01102 .153 

45 -74 years 67 67.68 .00759 67 69.07 .00609 .117 
Male 40.00 .01051_ 55.56 .01167 .149 
Female 49 90.74 .01626 42 80.77 .01210 .168 

1Disruptive contacts are defined as contacts made following refusals and broken appointments. 
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PEARSONIAN TYPE I CURVE AND ITS FERTILITY PROJECTION POTENTIALS 

S. Mitra, Emory University, and A. Romaniuk, Statistics Canada 
and University of Montreal 

1. THE MODEL FOR AGE - SPECIFIC FERTILITY RATES 

The purpose of this paper is twofold: to re- 
duce further the number of parameters used in 
constructing models of fertility graduation and 
simulation, utilizing primarily those readily 
available or easily estimated so as to expand the 
range of their application; and, secondly, to ex- 
plore the models potentials for deriving the 
birth series for forecasting population by the 
component method. The paper may be regarded as a 
step forward in the development of a fully -fledged 
parametric model for fertility projections adapt- 
able, primarily, to requisites of empirical mate- 
rial available in the developed countries. Fer- 
tility time series for Canada are used to test the 
validity of the procedures developed therein. 

This model was developed on the basis of cer- 
tain well known facts about child bearing patterns 
of women. First, children are mostly born to 
mothers in the age -group say, 15 -50 years and, 
second, fertility rate continues to increase be- 
yond age 15, reaches a maximum somewhere in the 
age interval 20 -30 years and begins to decline 
thereafter. 

Such a curve fits the description of type I of 
the Pearsonian family of curves, and this model 
was attempted earlier (Mitra, 1967) in order to 
describe the pattern of age- specific fertility 
rates of a number of countries subject to certain 
modifications. With origin at mode, the equation 
of the curve is 

y = (1 + ál) ml (1 á2) m2 (1) 

where yo is the modal ordinate and -al < x 

Also, m1 /al m2 /a2 (2) 

Ordinarily, the parameters of the type I dis- 

tribution can be obtained by solving equations 
generated by equating the first four moments of 
the observed distribution with those (Elderton, 
1930) that can be directly derived from (1). For 
the distribution of age -specific fertility rates 
it was assumed that the age interval of 15 -50 
years is generally adequate and could therefore 
be used as an additional restriction. Thus 

a1 + a2 = 35 (3) 

together with (2) and the starting point at age 
15, reduced the number of independent parameters 
to only two and the solutions were obtained from 
the following equations (Mitra, 1967). 

m + m = ui 
2 

(a + a 
3 (4) 

u2 

m 

1 a1 + a2 ui (5) 

where ui is the mean and u2 is the variance. 
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Equations (2) and (3) could then be used to deter- 
mine a1 and a2 and for yo, the following, namely, 

N (6) Yo (a1 + a2)B(m1 +1, m2 +1)* + 
(m1 m2) 

can be used where N is the sum of the age- specific 
fertility rates and B stands for the Beta func- 
tion. In fact yo may be regarded as a multiplier 

that equalizes the sum totals of the observed and 
the graduated distributions. 

2. FURTHER VERIFICATION OF THE MODEL AND 
THEORETICAL CONSIDERATIONS 

If data are available in greater details, the 
proposed model can be tested by carrying out the 

analysis at sufficient depth. With that in mind 
the authors of the present paper have examined 
these distributions for Canada which are avail- 
able by single years of age beginning 1926. As 

such, these data are too detailed, since there 
are too many class intervals than are necessary 
to investigate the nature of the distribution 
function. According to Pearson, data condensed 
into twelve or so classes are detailed enough for 
curve fitting. However, such condensation has 
not been attempted because that would require the 
use of somewhat unconventional (two to three year) 
age -groups. 

For all these distributions, the Pearsonian 
index k has assumed values justifying the use of 
a type I curve for describing the distribution of 

age- specific fertility rates. This verifies the 
theoretical formulation of the pattern of the 
distribution as postulated above. 

As mentioned before, the best fit of a given 
fertility distribution may perhaps be obtained by 
estimating all the parameters in the usual manner 
which in this instance will require the computa- 
tion of the first four moments. While that may 
not be too restrictive for fertility distribu- 
tions given by single year of age, there appear 
to arise a few operational as well as technical 
problems that seem to complicate matters during 
the process of searching for meaningful inter- 
pretations of the parameters of the model. For 
one thing, the parameters of the model should 
respond in a manner that is consistent with the 
trend in the fertility rates. Otherwise, varia- 
tions in the distributions cannot be properly 
related to the variations in the parameters and 
therefore will have little practical value. With 
so many parameters, it is quite difficult to re- 
late the effect of say a reduction in total 
fertility rate on modal age, on the fertile age 
span, etc. 



For another, it is difficult to explain why 

the effective fertile interval should be subject 

to variation from time to time. Yet, this is 

what must happen when the type I distribution is 

obtained in a straightforward manner, i.e., with- 

out any restriction. Not only can that happen, 

but the start and end of the curve may be in 

direct conflict with reality (see Table 1). 

The earlier study (Mitra, 1967) took care of 
these problems by introducing a restriction like 
the one specified in equation (3). Of course, 
there is no reason to believe that the definition 
of that equation is unique in any way. In fact, 

it seems only appropriate that some such equation 
should be arrived at in a realistic manner and be 
used consistently, unless there are valid reasons 
to do otherwise. The advantages of these re- 
strictions are primarily, a reduction in the num- 
ber of independent parameters from four to two, 
which, in turn, renders the study of the pattern 
of variations and interrelationships of these two 

parameters relatively simple and perhaps more 
meaningful. 

3. OTHER VARIANTS OF THE ESTIMATING PROCEDURE 

I. Of course, there are more ways to esti- 
mate the parameters of a type I curve once the 
initial restriction on the fertile age interval 
(like ages 15.to 50) is imposed. The method used 
before and described earlier in this section is 

based on equating the first two moments of the 
observed distribution with those of the theoreti- 
cal distribution. Alternatively, the first mo- 
ment or the mean, and another measure, say the 
mode, may be used in a similar manner. The lat- 
ter is estimated by some conventional method, or 
simpler still, through the substitution of the 
midpoint of the single year age interval cor- 
responding to which the age -specific fertility 
rate is the maximum. In this case, given the 
value of the mode or a, with the origin at the 
start of the curve, the remaining parameters can 
be obtained from the following: 

a2 (a1 + a2) - al (7) 

a2(a1 + a2 - 2u/1) 

+ a2)(ui - al) 

and m2 (9) 

a2 

(8) 

II. Another method based on the fertile age - 
range, modal age and modal fertility also seems 
reasonable and worthy of investigation. With 
orgin at start of the curve, and using the re- 
lationship 

ml m2 ml + m2 

- C (10) 
al a2 al + a2 

equation (6) for the modal fertility rate can be 
rewritten as 
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Ç1(a2_\a21 
N al 2 

(a1 +a2)B(Ca1 +11Ca2 +1) al +a2 
1 
+a 

2 
(11) 

where N, for the single year distribution, is 

equivalent to the total fertility rate. The con- 

stant C, obtained through iterative procedure, can 

then be used in (10) to estimate the remaining 
parameters. Iteration techniques based on descent 

method of the type suggested by Keyfitz (1968) is 

still another approach that could be used to im- 
prove the fit. Such an approach proved to be use- 
ful in fitting the Gompertz curve to Canadian data 

on cumulative fertility (Murphy, Nagnur, 1972) and 
could be eventually, with due adaptations, applied 

to fertility data in the form of age -specific dis- 
tribution. 

C 

4. THE METHOD AND THE DATA 

The first three methods outlined above have 
been tested against the Canadian fertility series 

from 1926 to 1969. (Methods based on iterative 
techniques will be presented in another paper). 
For simplicity in future references, these three 
methods will henceforth be recalled by the codes 
shown in parentheses as in the following: 

A. Method based on first four moments (4M) 

B. Method based on first two moments (2M) 

C. Method based on mean and mode (1M) 

The numerals 4, 2, and 1 stand for the number of 
moments on which a particular method is based. It 

will be interesting to examine the estimates of 
the parameters obtained from these three models 
and these have been done next where, for simplicity 
in presentation, the years, 1926, 1931, 1941, 1951, 
1961 and 1969 have been selected that represents 
the whole range for which such data are available. 
A priori, one may expect the goodness of the fit 
to improve as the number of moments used is increa- 
sed. It follows that (4M) sets some standard 
against which estimates obtained by other methods 
can be gauged. 

5. MODAL AGE, MODAL FERTILITY AND TOTAL FERTILITY 

Of all the parameters of the type I distribu- 
tion, the one that is most meaningful in this con- 
text seems to be the modal age. Since the method 
(2M) is restricted by a fixed fertile interval, es- 
timate of the modal age will not be unique and will 
depend on the specific choice of that intercal. The 
results based on two alternative fertility intervals 
of 15 -50 and 17 -50 years by (2M) along with those 
calculated by (4M) are compared with observed modal 
ages in Table 1. It should be mentioned that ob- 
served values presented in the table have been ad- 
justed for irregularities which were apparently due 
to random fluctuations and age misreporting. This 
adjustment has been made by tracing through the 
points of observed mode ages, a freehand curve. Also 
it should be remembered that method (1M) has no 
built -in mechanism for calculation of mode age and 
that the latter has to be given in order to enable us 
to make use of this method for derivation of other 
parameters. 



Table 1 ESTIMATES OF MODAL AGE FOR CANADA FOR A FEW SELECTED YEARS 

Year (4M) (2M) 
(1M) 

(observed) 

Total 

Fertility 
(per 1000) 

(15 -50) (17 -50) 

(1) (2) (3) (4). (5) (6) 

1926 28.1 28.9 27.9 28.0 3356 

(17.0 -48.5) 

1931 27.6 28.5 27.6 27.7 3201 
(16.9 -49.3) 

1941 26.3 27.6 26.4 27.1 2824 
(17.2 -49.6) 

1951 25.5 26.6 25.4 25.3 3480 

(17.0 -49.9) 

1961 24.2 25.7 24.3 24.0 3857 

(17.2 -50.4) 

1969 24.0 25.1 23.7 23.8 2410 

(16.6 -53.0) 

The figures in parenthesesin Col (2) are the 
estimates of fertile age range based on (4M), the 

lowest (16.6) and the highest (53.0) limits of 

which are both found in 1969. The lower limit 
is no larger than 17.2 years and the smallest 
value of the upper limit is 48.5 years. The 

latter appears to vary more than the former, and 
the variation, though not large, is of consider- 

able magnitude, and the actual values are not 

quite in accord with the real data. Such incon- 

sistencies, as mentioned earlier, are unavoidable 
when all the parameters are estimated from the 
moments of the distribution. 

Table 2 ESTIMATES OF MODAL FERTILITY FOR CANADA 
FOR A FEW SELECTED YEARS 

Year (4M) (2M) (1M) 

(15 -50) (17 -50) (15 -50) (17 -50) 

(1) (2) (3) (4) (5) (6) 

1926 178 181 181 152 184 

1931 174 175 175 150 181 

1941 159 159 160 147 173 

1951 205 203 205 172 204 

1961 239 231 236 195 231 

1969 157 150 155 130 155 
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6. THE PARAMETERS ml AND 

Apart from the goodness of fit, the justifi- 
cation of a model also depends on logical. and 
meaningful interpretations of the parameters. The 
parameter a, which also corresponds to the modal 
age is simple to understand while the relevance 
of m1 and m2 is not that apparent. However, it 

can be argued that among other things, the 
physiological ability to reproduce depends on age 
of mother which, in turn, can be expressed as the 
number of years elapsed since the beginning of the 
fertile interval (15 -50 for example), as well as 
the number of years left to reach the end of that 
interval. Of these two, the former may be re- 
garded as a positive force that has the effect of 
raising the fertility rate while the latter acts 
negatively to hold the rate down. The intensities 
of the pushing upward and pulling down effects of 
these two forces, thus defined, and measurable in 
this instance by m1 and m2, can then be regarded 

as largely responsible for generating a given 
form of the fertility curve. This is not to 
suggest, however, that the pattern of fertility 
is, in fact, controlled in this manner, but mere- 
ly to indicate the probable consistency of such 
an explanation of the parameters in this particu- 
lar context. 

The location of the mode (Table 1, cols. 2 -5) 
indicates that the curve has positive skewness 
(mode is closer to the start of the curve as al a2) 

and therefore m2, because of equation (2). 
From Tables 3 and 4, it is quite apparent that 
m1 and m2 must be very much sensitive to the es- 

timation procedure compared to the actual frequency 



distribution. 

As could be expected, the values Of the 
parameters are, and should be, indepeident of the 
total frequency, since their derivatión are de- 
pendent primarily upon the distribution of the 
relative frequencies. Accordingly, changes in the 
parametric values are reflections of the changes 
in the pattern of the distributions themselves. 
Particularly sensitive to changing age pattern 
of fertility is m2. Correlation between this 
latter and such measures of frequency distribu- 
tion as mean age, variance, skewness and kurto- 
sis exceeds 90. 

Table 3 ESTIMATES OF m1 FOR CANADA 

FOR A FEW SELECTED YEARS 

Year 
(2M) (1M) 

(4M) 
(15 -50) (17 -50) (15 -50) (17 -50) 

(1) (2) (3) (4) (5) (6) 

1926 .90 1.55 .98 .83 1.05 

1931 .95 1.55 .97 .89 1.09 

1941 .83 1.49 .89 1.13 1.23 

1951 .85 1.45 .82 .75 .81 

1961 .70 1.37 .73 .64 .64 

1969 .95 1.39 .72 .76 .74 

Table 4 ESTIMATES OF m2 FOR CANADA 

FOR A FEW SELECTED YEARS 

Year (2M) (1M) 
(4M) 

(15 -50) (17 -50) (15 -50) (17 -50) 

(1) (2) (3) (4) (5) (6) 

1926 1.67 2.35 2.00 1.40 2.11 

1931 1.93 2.46 2.08 1.57 2.28 

1941 2.12 2.68 2.25 2.14 2.82 

1951 2.43 2.92 2.43 1.81 2.40 

1961 2.64 3.12 2.57 1.86 2.39 

1969 3.71 3.42 2.80 2.25 2.84 

7. GOODNESS OF FIT 

The classical approach to measure the good- 
ness of fit is to calculate X2, the magnitude of 
which depends partly on the relative difference 
between the observed and the graduated values. 
This method was considered unsuitable in the 
situation characterized by a large number of 
intervals and, perhaps because of that (4M) es- 
timates were zero in some cases, at the beginning 

and at the end of the observed fertile interval. 
Overall index values, comparing an observed with 
the expected distributions, can be obtained in a 
number of ways. One such index, namely the index 
of dissimilarity (4) is obtained by reducing the 
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two distributions in percentage form and summing 
only the positive differences between correspond- 
ing percentages. A given value of this index in- 
dicates the percentage of observations that need 
be redistributed among intervals so that the two 
distributions become identical. It is easy to see 
that can range from 0 to 100 and its magnitude 
depends also on the choice of class intervals. 

Table 5 VALUES FOR CANADA FOR A 
FEW SELECTED YEARS 

Year (4M) (2M) (1M) 

(15 -50) (117 -50 

(1) (2) (3) (4) (5) (6) 

1926 2.74 4.08 2.77 8.94 2.80 

1931 2.66 3.78 2.59 7.15 2.27 

1941 2.32 4.30 2.39 5.33 4.51 

1951 2.28 4.03 2.41 9.42 2.41 

1961 2.97 5.38 3.30 11.34 4.03 

1969 3.48 5.23 3.99 10.39 4.13 

According to this index, the discrepancy was 
at its highest level at both extremes, in 1961 when 
the total fertility rate was the maximum for the 
period, and also in 1969 when the rate was at its 
lowest. Of these two years, the index values for 
(4M) were higher for 1969 and those for (2M) were 
slightly higher for 1961. As could be expected, 
the index values were uniformly the smallest for 
the (4M) method, but considering the simplicity 
and logical consistency of the other methods, the 
values are not very high and in general, the model 
seems to be quite satisfactory, at least as a 
first approximation of a graduation formula for 
the fertility rates. The sudden increase of the 
index values in the latter years seem to indicate 
the possibility of systematic biases, rather than 
random fluctuations in the series generated by the 
differences between the observed and the graduated 
fertility rates. 

8. POTENTIALS FOR FERTILITY PROJECTIONS 

It seems that the period covered in this 
study is quite representative of the wide varia- 
tion in fertility patterns of Canada in recent 
decades, and in all likelihood the observed ranges 
of all the principal characteristics will continue 
to represent their variations in the near future. 
An examination of the models, in terms of their 
parametric values and also in terms of their good- 
ness of fit makes it quite clear that for Canada, 
the accuracy of fertility projections depends more 
on the accuracy of projecting the total fertility 
rate than on the relative distribution of these 
rates by age. 

There are a number of approaches that could 
be followed in projecting total fertility rates. 
A cohort -orientated approach involving a three - 
step operation is being considered for use in the 



population projections in Canada and may be 
described briefly as follows. 

The first step in this approach consists in 

projecting, for each successive generation of 
women, completed family size; that is, number of 

children a woman will achieve upon completion of 
her childbearing life. For women, who at the 
beginning of the projection, have already reached 

a sufficiently advanced stage of family formation, 
completed family size can be projected without a 
great risk of error by straightforward graphical 

extrapolation of the curve of cumulative fertility 

to date. Acceptable results can also be obtained 
through the fitting of a Gompertz curve 
(A. Romaniuk and S. Tanny, 1969). The real chal- 
lenge for the forecaster is presented by the 
cohorts of women who have not yet entered child- 
bearing but who only in a few years will form the 
majority of childbearers. Among various indica- 

tors, parity distribution, that is, completed 
fertility by birth order, offers the most effec- 
tive basis for forecasting the movement of family 
size for future mothers. When plotted on the 
graph, series of completed fertility by birth 

order offers a clear -cut time perspective that is 
not apparent in the series of general fertility. 
The projection basis can further be enhanced by 

examining specific factors that determine the 

behaviour of fertility for each birth order. 
Variables such as age at marriage and proportion 
of never married as well as childlessness are 
clearly related to the fertility of the first 
birth order. The total number of children per 
woman is then obtained by adding completed 
fertility rates for each birth order. 

As a second step, after future family size 
has been projected, changes in fertility age 
pattern should be considered in order to project 
mean age of fertility. It should be noticed in 

passing that, although shifts in timing of 
fertility appear on examination of past trends to 

be less violent than shifts in family size, their 
impact on total fertility rate is nonetheless 
appreciable and, therefore, should receive close 

scrutiny. It is well documented that variations 

in the total fertility rate (post -war baby boom 
and very likely also the recent dramatic fall in 
fertility) is the result of the combined effect 
of shifts both in the family size and in the 
timing of childbearing. Age at first marriage, 

child -spacing and parity distribution are of 
prime interest and anticipation of their future 

trends will help to formulate assumptions with 
regard to the mean age of fertility. 

The final step in this procedure involves 
derivation of period total fertility rate for 
future years from the two cohort measures men- 
tioned above -- family size and mean age of 

fertility. A cohort -to- period translation model 
of the Ryder type (1969) could be used to perform 
this operation. The latter model could be improv- 
ed by a built -in factor that would make allowances 

for the fact that changes in the timing of fer- 

tility are not necessarily linear as implied in 

the Ryder translation model but might vary in 
magnitude from one cohort to another. 
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After the period total fertility rate was 
obtained all that remains to be done is to dis- 
tribute it by age of mothers. It is at this 
stage that the model described in this paper is 
expected to render most valuable service to the 
forecaster. Indeed total fertility can be dis- 
tributed by age by means of formula (1) from a 
few selected parameters, and the forecaster needs 
no longer to go through lengthy procedures of 
projecting fertility rates for individual ages. 

In order to generate fertility distribution 
by formula (1), one has the alternative of pro- 
jecting dependent parameters al, a2, m1, m2, or 

of projecting independent parameters -- , moments 
and other measures associated with frequency dis- 
tribution. Which one of these approaches shall 
be used is a matter of personal judgement. Maybe 
measures such as mean age or mode age are more 
meaningful concepts than the constants and m 
and the rationales for their future movement can 
be more easily substantiated (Stone, 1970). 

Selection of the independent parameters to be 
projected depends upon which particular procedure, 
among the three developed in this paper, will be 
used for calculating the constants implied in 
formula (1). The best results in terms of goodness 
of fit are obtained by the procedure involving 
four distribution moments (4M). But if only an 
approximate fit is sufficient for the purpose of 
projecting the births, as this is actually the 
case (see next paragraph), then the practical 
considerations, such as the easiness of projecting 
future movement, become overriding in the selec - 
tion of specific independent parameters to be 
projected. In this respect procedure (1M) may be 
preferred. Instead of four moments, it involves 
only two relatively simple measures, mean and mode 
age of fertility. Once the mean age is projected 
mode age can easily be derived because there is a 
very high positive correlation between these two 
measures. Fertility age interval, which in this 
procedure is assumed to be a fixed one, can be set 
up in the light of some testing against historical 
series. It has been shown in this paper that in 
the case of Canada, the model performs better with 
17 than with 15 as the starting age of childbear- 
ing. 

In the making of population projections by age 
by means of the component method, the number of 
annual births for future years is an important 
input. In order to demonstrate how well our model 
performs in terms of generating annual number of 
births, Table 6 below has been prepared. It con- 
tains, for few selected years for Canada, ratios 
of estimated to actual,number of births, whereby 
estimated numbers are obtained by multiplying 
the number of females in ages 15 to 49 by the age - 
specific fertility rates derived by means of 
three variants of calculating parameters in formula 
(1). One is impressed by the close agreement be- 
tween actual and estimated figures. Deviation is 
negligible except in one case where it comes near 
to two per cent. It is true, this high agreement 
is achieved at aggregate level only, partly through 
compensation of errors at individual ages. Yet it 
should be borne in mind that what is required for 
population projections, as input, are not births 



at individual ages, but the total number of 

births, and in this respect our model performs al- 
most to perfection. 

Table 6 RATIO OF ESTIMATED TO ACTUAL NUMBERS OF 
ANNUAL BIRTHS FOR A FEW SELECTED YEARS FOR CANADA 

2M 1M 

Year 
(15-50) (17-50) (17-50) 

1926 1.001 ,986 .999" 1.005 1.000 

1931 1.001 1.001 1.000 1.010 .998 

1941 .998 .997 .998 1.000 .996 

1951 .998 .997 .997 .984 .996 

1961 1.003 1.005 1.001 1.013 1.002 

1969 1.008 1.006 1.011 1.018 1.009 

CONCLUSION 

Additional research might be needed before a 
parametric model of fertility projections of the 
type outlined here can be made fully operational. 
This paper contains, nevertheless, important in- 
gredients for such a model. It is shown that 
fertility distribution by age can be derived by 
mathematical function from only a limited number 
of parameters that need to be projected. The 
paper offers alternative ways of calculating 
these parameters, it tests their results against 
fertility data for Canada and points to potentials 
for further developments in the areas of fertility 
projections. Reduction of age schedule of fer- 
tility to only a few meaningful parameters makes 
possible an in -depth analysis to a degree that 
cannot be achieved under conditions of convention- 
al procedures used in fertility projection. 
Furthermore, the model is a powerful labour - saving 
device, for in defining fertility in terms of a 
mathematical function, computers can be utilized 
in performing many of the involved operations. 
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RANDOM -ROUNDING TO PREVENT STATISTICAL DISCLOSURES 

M.S. Nargundkar, Statistics Canada 
Walt Saveland, Indian and Northern Affairs 
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In Canada, our recently enacted Statistics 

Act requires (Queen's Printer for Canada, 1970, 

Section 16.1.b) that no sworn employee of Sta- 

tistics Canada "shall disclose or knowingly 

cause to be disclosed, by any means, any informa- 

tion obtained under this Act in such a manner 

that it is possible fróm any such disclosure to 
relate the particulars obtained, from any indivi- 
dual return to any identifiable individual per- 

son, business or organization ". 

This requirement is very similar to its 

counterpart in the former Act. Its introduction, 
however, coincides with the increasing practical 
difficulty of preventing disclosures in statisti- 
cal data. While the new Act was being drafted 
and legislated, planning and "tooling up" for the 
1971 Census of Canada were also well under way. 

The Census tabulation programme is far more com- 
plex than that of any former Census. In addi- 
tion to pre -planned tabulations, it includes 

efficient means of access to the data base in or- 
der to produce special -area and special- pópula- 
tion tabulations as they are needed and request- 
ed. With outputs on paper, microfilm and magne- 
tic tape and with the indeterminate accumulation 
of special requests in future years, the tabula- 
tion programme is much too large and interrela- 
ted to admit to manual checking for even the 
most rudimentary violations of individuals' con- 
fidences. 

The rigorous wording of the new Act appar- 
ently requires prevention of possible disclo- 

sures in aggregate (tabulated) data, yet no con- 
crete guides exist in legal precedent as to what 
would be and what would not be illegal disclo- 
sure. Therefore, it was the advantage of Sta- 
tistics Canada to develop sufficient safeguards 
to avoid even the risk of violating the law or 

public trust. Because of the imminence and com- 
plexity of 1971 Census tabulations, an acceptable 
means of preventing disclosure had to be amenable 
to easy introduction into computer programmes 
which had already been developed. Also, an ac- 

ceptable means of prevention must not distort 
the statistical meaning of data; it must be 
mathematically straightforward enough so that 
the statistical agency can give a general guar- 
antee of its harmlessness. 
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I. Possibilities of disclosure 

In order to have criteria with which to exa- 
mine the effectiveness of random -rounding, we be- 
gin with a catalogue of the logical possibilities 
of disclosure in aggregate data. Adhering 
strictly to the Statistics Act, two assumptions 

underly the catalogue. First, a cell count or a 
measure derived from cell counts may be an ille- 
gal disclosure regardless of what additional in- 

formation, from other counts and measures or from 

independent sources, must be mustered so that in- 

formation about an individual person or organiza- 

tion can be deduced. Second, all cell counts and 

derived measures are treated as if exactly cor- 

rect, as if completely free of error. Though the 

second assumption might be improbable in any 
given instance, the possibility of disclosure,not 
the likelihood, depends on the possibility of 

such exactitude. Hopefully, the caution which 
these assumptions prescribe will result in more 

than foiling the possibilities of disclosure. It 

should discourage most attempts to find disclo- 
sures and, perhaps, spare someone from being 

victimized by means of a seeming disclosure which 
is no less threatening just because it is inac- 

curate. 

The simplest possibility is direct disclo- 

sure from a cell which either is empty or counts 
one individual (person, business or other organ- 
ization). If a particular individual is known 

to be the only one who could be counted in that 

cell, the only one who could have the particular 
combination of attributes counted by that cell, 
then a count of 0 discloses that he does not 
have the particular combination of attributes, a 
count of 1 discloses that he does indeed have 

the particular combination of attributes. 

Given the possibility of disclosure from a 
cell counts of 0 or 1, it is easy to imagine 
similar possibilities from counts of 1 or 2, 2 

or 3, and so forth. If one individual is known 
to have a particular combination of attributes 
and a second individual is known to be the only 
other one who could have the same combination of 
attributes, then a cell count of 1 for the com- 
bination of attributes discloses that the second 
individual does not have them, a count of 2 dis- 
closes that he does have them. The same reason- 
ing works if two, three, or any number of indi- 

viduals have a particular combination of attri- 
butes and only one other individual could have 

the same combination. Because the individuals 
known to have the particular combination of at- 
tributes can be thought of as being eliminated 
from the cell count in order to see whether a 0 
or 1 remains, we call this disclosure elimina- 
tion within a cell. 

Given the possibility of elimination within 
a cell, it is again easy to imagine the next pos- 
sibility disclosure elimination among cells. 
In the simplest instance, this would be to sub- 



tract one cell count from another in order to 
find a difference of 0 or 1. Of course, the two 

cells must be related such that one is the subset 

of the other - so that differencing their counts 
yields the count of a second subset, the subset 

which complements the first with resPect to the 
entire set. If a particular individual is known 

to be the only one who could have the particular 

combination of attributes counted by the second 
subset, then a difference of 0 discloses that he 
does not have the particular combination, a dif- 
ference of 1 discloses that he does with this 
simple instance in mind, it is obvious that the 
count of the set and /or of the first subset 
could be sums of cell counts. Also, the differ- 
ence between counts of the set and the first 
subset might be greater than 1 and still subject 
to disclosure by elimination within a cell. The 
full report gives a detailed discussion of vari- 
ous eventualities. 

The above three possibilities seem to us 
fundamental, and we only mention two derivative 
varieties. First, given the possibilities of 
disclosure about individual persons or organiza- 
tions through cell counts which reveal whether 
or not they have particular combinations of at- 
tributes, it follows that disclosures about or- 
ganizations might be derived from disclosures a- 

bout the attributes of members and that dis- 

closures about persons or sub -organizations 
might be derived from disclosures about attri- 
butes of organizations of which they are mem- 
bers. Because of the necessity to extend in- 

formation from members to organizations or vice - 

versa, we call this disclosure extended cor- 
respondence. The second variety is disclosure 
from derived measures. It is simply the deriva- 

tion of disclosing cell counts from measures 
which themselves had originally been derived 
from cell counts - weighted sample counts, per- 
centiles, means, rates, and percentages. The 
full report discusses these two varieties of dis- 
closure in detail. 

2. Random -rounding 

Recognition of the danger of disclosure has 
often been focussed on the very small cell 
counts; replacing these small counts by an aster- 
isk or other cipher has been a common remedy. 
Our catalogue of possible disclosures shows small 
cell counts to be only part of the danger: the 
general danger lies in the possibility of ex- 
actly correct, error -free cell counts - of any 
size. The strategy of random -rounding is to ren- 
der improbable and indeterminable the correctness 
of each issued cell count by introducing, an ac- 
ceptably small and unbiased error into its orig- 
inal value - a value which itself might or might 
not be free of error. Each individual random - 
rounding error must be indeterminable, but the 
resultant loss of data reliability must be esti- 
mable. 

Random -rounding is a variation on systematic 
(or conventional) rounding. Partly because the 
error introduced by systematic rounding need not 
be free of bias, partly because the rigid rules 
of systematic rounding can sometimes be used to 
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deduce pre- rounded values, random -rounding must 
have two properties. First, any value to be 
rounded may be rounded either "up" or "down" so 
that, in the long run, positive and negative er- 
rors balance to yield zero bias. Second, every 
single decision to round "up" or "down" must be 
indeterminable so that there exist no circumstan- 
ces in which a pre- rounded value can be deduced 
from its position in a distribution or cross - 
classification and from knowledge or rounding 
rules. 

2.1 Probabilities of rounding up and down - 

Imagine that all the counts in a table of, 
for example, m x n cells are being rounded to 
multiples of some integer value, called the 

rounding base. For each cell count, the remain- 
der to be rounded up or down is calculated: 
(2 -1) rij = c.. mod b 

where is the remainder for the ijth cell in 

the mxn table, cij is the underlying cell count, 

and b is the rounding base. The calculation of 
r.j is clarified by an identity: 

(2 -2) r.J = c. - bk.. 

where k.. is the largest integer such that 

bk.j < c... Clearly, 

(2 -3) 0 < r. < b and r. must also be an inte- 

ger value because all cell counts c.., are them- 

selves integer values. Given 1-óunding "up" 
is defined as 
(2 -4) c. = c. + (b - r..) 

where c.. is the rounded cell count. The error, 

introduced by rounding up is 

(2 -5) = b - rij Substituting the value of 

rij from Eq. 2 -2 in Eq. 2 -4 shows that 

(2 -6) cij = b + 1), that the underlying cij 

has indeed been rounded to a multiple of b. 
Similarly, rounding "down" is defined as 

(2 -7) cij = c.. - r.. The corresponding error 
is 

(2 -8) e. -ri , and the rounded value is again 
a multipii of b: 
(2 -9) cij = bkiJ 

Given the two alternatives of rounding up or 
down, imagine a probability being attached to 
each alternative, such that the sum of the two 
probabilities is unity. Expected rounding error 
for each r.. can then be calculated as the sum of 
two producisl, each probability times the error 
which it introduces: 
(2 -10) Pij (b rij) + (1 - Pij) 

( -rij) where E(e. Ir..) is the expected rounding 

error for the riJ, Pij is the probability of 

rounding cij up and the error terms come from Eqs. 

2 -5 and 2 -8. 

One means of excluding bias from the round- 
ing error is to require the expected error for 
each riJ to be zero: 

(2 -11) = (b - + - ( -rij). 



Then, solving for Pij reveals the proba- 

bility to be attached to rounding up: 

(2 -12) P.. = rij /b, 

and the probability for rounding down is obvious: 
(2 -13) (1 - P..) = 1 - /b). 

With the expected error for each cij equal 

to zero, the expected error for any sum of 

will also equal zero. An appendix to the full 
report documents the superiority of random - 
rounding over systematic rounding in this res- 
pect. 

2.2 Random decisions to round up and down - 

Given probabilities to round up and down, 
such that positive and negative errors balance 
to yield zero bias, it remains to render inde- 
terminable the direction of any particular in- 

stance of rounding. Then, no underlying count 
will be deducible from its position in a distri- 
bution or cross -classification and a knowledge 
of systematic- rounding rules. 

An obvious means of making indeterminable 
each rounding decision (up? or down?) is to line 

the cell counts in a sequence and to match the 
sequence of cell counts to a sequence of random 
numbers: each random number in sequence will be 
unpredictable and will decide the rounding di- 
rection for the cell count with which it is 

matched. In order for the rounding decisions to 
conform with the rounding probabilities in Eqs. 
2 -12 and 2 -13, the random numbers must be uni- 
formly distributed, lying in real interval be- 

tween zero and the rounding base: 
(2 -14) 0 < v.. < b 

where v., is the random number matched with the 

ijth cell count. 

Given uniform distribution of the random 
numbers, the probability of being less than 
r. is as follows: 

r.. - 0 

(2 -15) P(vij 
< rij) - 0 

= r.. /b 

with as defined in Eqs. 1 -1 and 1 -2. By 

substitution from Eq. 2 -12, this is clearly the 
probability of rounding "up ". 
(2 -16) P(v. < r..) = P... 

Similarly, the probability of vij being 

greater than or equal to r.. is as follows: 
b 

(2 -17) 
P(v. r..) = b -0 

= 1 - (rij /b). 

By substitution from Eq. 2 -13, this is the prob- 
ability of rounding down: 
(2 -18) P(v. > r..) = 1 - P... 

Given Eqs. 2 -16 and 2 -18, it is a simple 
task to tie the rounding decisions for each cell 
count to the random number with which the count 
is matched: if is less than r.., then round 

up; otherwise round down. Rounding up and down 
being defined, respectively, in Eqs. 2 -4 and 
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2 -7, this is the random -rounding procedure for 

each cell count: 

(2 -19) IF v.. < r.. 

THEN cij = cij + b - r...; 

ELSE c.. = c.. - r.. 

where IF, THEN, and ELSE have their common mean- 

ings. Substituting from Eq. 2 -1: 

(2 -20) IF v. < c.. mod b 

THEN c.. = c.. + b - mod b; 

ELSE c.. = c. - c. mod b. 

2.3 Generating random numbers - 

The random -rounding procedure stated in Eq. 

2 -19 and again in Eq. 2 -20 yields the two neces- 

sary qualities- -zero bias and indeterminacy. As 

shown in Eq. 2 -20, three values - b and vij 

must be at hand in order to random -round each 
ijth cell. The cell count, is given in 

each instance, and the rounding base, b, is pre- 
determined. (The choice of b is discussed in 

the full report). 

Given the practical need to generate se- 
quences of random numbers, v..'s, a brief sur- 

vey of literature led us to RANDU- -the "power - 
residue" routine published by IBM (1968, p.77). 

Its only distinctly non - random feature is that 

idential "starting values" yield identical se- 

quences of (random) numbers. In order to circum- 

vent this weakness, each starting value is de- 

termined by the respective computer run's exact 
START time- -a truly unpredictable value. 

RANDU generates values, y.., in the open 

interval between zero and one: 

(2 -21) 0 < < 1. 

Multiplication of these values by b almost 
transforms them into the values required to 
satisfy Eq. 2 -14: 

(2 -22) 0 < byij < b. 

The discrepancy between Eqs. 2 -14 and 2 -22 
is that the former includes the exact value of 
zero, {0,b), while the latter excludes it, (0,b 

So trivial is this discrepancy that any effort 
to compensate for it would introduce additional 
error. For practical purposes: 

(2 -23) = 

It should be noted that computer execution 
of random -rounding, often as an addition to ex- 
isting tabulation -producing programmes, is great- 
ly eased by the inconsequence of exactly how se- 
quences of random numbers are matched to cell 

counts. Any "route" may be taken throughh a 

table: our imaginary mxn table and ijt cell 

have no other purpose than to indicate the inde- 
pendent and identical application of Eq. 2 -20 to 



each cell count. 

3. Final remarks 

In addition to the topics covered in this 
extract, the full report discusses the accepta- 
bility of random -rounding error compared to 
other forms of error in census data, the effec- 

tiveness of random -rounding in preventing dis- 
closures, and a fortiori estimation of random - 
rounding error ations of cell counts. 

Many people at Statistics Canada helped us 
to progress from a vague grasp of the confiden- 
tiality problem to a rigorous development and 
justification of random -rounding. We mention 
only a few - and them only for their most impor- 
tant contributions. E.M. Murphy brought the 
problem to our attention and guided initial work 
with bright ideas and practical sense. Ivan 
Fellegi, through earlier drafts of the paper re- 
ferenced below, outlined both the problem and 
the general practical requirements of any solu- 
tion. L.O. Stone and F.G. Boardman gave us 
notions which pointed our minds at random -round- 
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ing. R.J. Davy provided us with crucial mana- 
gerial support and criticism. M.A. Mocken re- 
lentlessly chained our speculations to the prac- 
tical qualities of the data -processing systems. 
Others, whom we do not even know, have taken 
much time and trouble to make random -rounding 
part of the computer programmes which produce 
1971 Census tabulations. 
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AN EXTENSION OF THE RESPONSE ERROR MODEL FOR APPLICATION 
TO COMPLEX ESTIMATORS BASED ON DIFFERENT SAMPLES 

Gad Nathan, Hebrew University, Jerusalem and Central Bureau of Statistics, Israel* 

O. Introduction and Summary: The basic response 
error model developed by the U.S. Bureau of the 
Census [5] has been generalized to the multi- 
variate case by Koch [4]. The possibilities of 
application of the model to complex sample de- 
signs and to complex estimators are, however, 
limited by the requirement that all components 
of the vector random variable are measured for 
the same sample. This is not necessarily the 

case for many applications, such as difference, 
ratio or regression estimation, or panel -type 
sample designs, where component estimators may 
be based on different samples (e.g. sub- samples, 
partially matched samples, etc.). In the fol- 
lowing, the basic multivariate response error 
model is extended to cover the case where each 
component of the vector variable is measured in 
a possibly different sample, all selected from 

the same finite population. The extended model 
is then applied to difference and ratio estima- 
tion in different response error structure situ- 
ations and to the case of sampling on two occa- 
sions. 

1. The Model: The formulation of the model 
follows that of Koch [4]. For each unit in the 
population, 1 =1 N , let there be defined a 
p- component vector random variable, Xit,by: 

, 
where t indexes the 

sequence of repeated trials. 

Any given sample is defined by the indicator 
random variable: 

1 : if unit i is in the sample 
= for the j -th component 

0 : otherwise. 

So as to simplify the presentation, simple ran- 
dom sampling without replacement will be assumed 
for each of the component samples. Thus, if 

is the sample size for component j , then: 

E {Uij) 
/N and: E 1) -1)], 

(ifi') The relationship between the 
samples is defined by: 

(j) (j') (j) (j') 
i 

P E w ' 

*This research was carried out while the author 
was Visiting Associate Professor at the Univer- 
sity of North Carolina at Chapel Hill and at 
the Research Triangle Institute and was spon- 
sored by U.S. Bureau of the Census Contract 
No. 1- 35096. 
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where it is assumed that the expectation depends 
only on whether i =i' and not on the specific 
values of i and i' If we define: 

/(N vii,) , (where and it is 

assumed for the time being that (0) , then 

it is easy to see that: 

-1) 

-1) 

The statistic considered will be the sample mean: 

..... where: 

. as an estimate of the popula- 
j N 

tion mean: ' =(1/N) E where: 
Et 

=1 
is the expected response for the i -th element 
over all trials. It will be assumed that there 
is no response bias, so that: 

=Et Et 
. The variance - 

covariance matrix of yt can be decomposed, as 

usual, as follows: 

=Et{ (it) } - 

Letting and 
N 
E U /n be the sample mean of the expec- 

i=1 
i i 

ted values for the j -th component, this decom- 

position reflects the three sources of variation 

as follows: 

Response Variance: (x - 

Sampling Variance: =Et 

(1) 

Interaction: 

In the 

element of 
decomposing 

2I , where: 
Et } 

following, , the (j,j') 

, will be expressed by further 
each of its components: 

+2 . (2) 

Define the simple response variance as: 

Et 

(1 /N)E1 SRVijf) 
(3) 

and, similarly,the correlated response variance 

as: 

=E 
t it i i t 

1 
-1) ' 



(where the conditional expectations 
fined, since we assumed 

, =P ) =1) and it can 

seen that 

the trivial case =1). 

The response variance component can 
be: 

are well de- 

easily be 

, except in 

be shown to 

(5) 

If we define the simple sampling variance as: 

(6) 

the sampling variance component can be written 

=(1 (7) 

The interaction component, , which 
reflects the inter -relationship of sampling and 
response errors, is non -zero if: 

=Et 
=1) 

If we define simple interaction between response 
and sampling deviations for the same units as: 

=(1 

and: ; (8) 

and define the simple correlated interaction 
between response and sampling deviations for 
different units as: 

E 

and: . (9) 

Then: =(1 

+(njj,- 

Substituting (5), (7) and (10) in (2) we obtain: 

1 +(njj'- 

+(1- +2[ 

+(njj,- , (11) 

where the last two terms drop out if 

) for all (í,i'). It should be 
noted that this expression has the same form as 

that given by Koch [4] for the case where all 
components are measured on the same sample, with 

only the sample size n replaced by n . 

Thus, methods proposed by Chai [2] and 

Bailar and Dalenius [1] to estimate the popula- 

tion parameters on the basis of a single sample 
can be applied. 
For the special case, =0 (jfj') , i.e. 
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non- overlapping samples for the j -th and j' -th 
component, the resulting modification of the de- 
composition, (for j #j'), is: 

) - 

(12) 
which is the limit of (11) as 1 /njj, goes to 

zero. It should be noted that is 
independent of sample size, in this case. 

2. Application to Complex Estimators: The above 
model can easily be applied to a variety of samp- 
ling designs with respect to the relationship be- 
tween samples for different components. In the 
following, the application of the extended model 
to complex estimators is considered. For the 
sake of algebraic simplicity, we shall assume no 
interaction between samplintj response devia- 
tions, in the sense that =Yi , for all 

=1 ..... N and for all j,j' =1,...,p . The 
result.s can easily oe extended to the case of non- 
zero interactions. The variance of a linear 
combination of the sample means: 

j) , as an estimate of ) 

will be: 

var ) (13) 

Similarly the variance of an analytical function 

of the sample means can be 

approximated by the appropriate Taylor expansion. 

We shall consider two variables, X and Y, 

with observable values at the t -th trial for 
the i -th unit 

Xit, Yit 
. Define 

Xi =Et(Xit); 
Yi 

and let 3(1 /N)EiXi 

=(1/N)EiYi , =(1/N)EiXit and =(1 /N)EiYit 
' 

be the population means of the expected values and 
of the values for the t -th trial respectively. 
Let: 

=(1/N)EiEt(Xit -Xi)Y 
it 

Yi} and similarly 

V and 
xx 

C N( - 1) '(Xit Xi)(Yi,t Y ) 

and similarly C and C ; 

N11 
Ei(Xi ) ; and similarly S 

and . 

Consider a single simple random sample with- 
out replacement of size n , selected from the 
population of N elements and defined by the 
indicator random variables Ui (i =1,2,...,N) . 

Let =(1 /n)EiUiXit =(1 /n)EiUiYit 
; 

/n)EiUiXi ; and q(1 /n)EiUiYi be the sample 

means for the t -th trial and for the expected 
values, respectively. 



In the following Y will be the variable 
for which an estimate of the population mean of 
expected values, , is required. Measurements 
of Y are available only for the sample elements 
at a given trial, t , so that only yt is 

known. X will be an auxiliary variable for 
which measurements are available for the whole 
population, in one of the following alternative 
ways: 

(a) X is measured at the t -th trial for the 
population and for the sample. In thiá 
case and Xt are known but not x or 

. This would be the most usual case in 
practice, Kiving_rise to the difference 
estimate: ; or to the 

ratio estimate: YRtl 
(b) X is measured at the t -th trial for the 

sample, so that is known, and the 

population mean of the expected values, , 
is known (or alternatively has no 

response error), but , the sample mean of 
expected values, is not known. This case 
would be rather unusual in practice but may 
arise if errorless measurements are availa- 
ble for the whole population (or only for 
its mean) but there is a practical diffi- 
culty in matching the sample back, to ob- 
tain the values of Xi for the sample 

elements. _The difference estimate for this 
case is: -X); and the ratio 

estimate is: . 

(c) The expected values of X are known for the 
whole population and for the sample (or X 
is assumed to be measured without response 
error), so that x and X are known. In 

this case the difference estimate is 

YDt3 ; and the ratio estimate is: 

. 

The variances of all these estimates can 
be obtained from (11) and (13), by considering 
the vector variables: 

(Yit'Xit'X it)' 

(Yit'Xit'Xi) or (Yit,Xi,Xi) 
for (a), (b) 

or (c), respectively, with sample sizes: 
and n3 N and values of 

12 -n22 
n and 

n13 n23 N 

The variance of the difference estimates is 
obtained by applying (13) with R(1,k, -k). 
The common component of the variances of the 
three estimates which is independent of k is 

the variance of the sample mean: 

n (14) 

If we define the intra -trial correlation as: 

(j CROY) 
SRV() (if SSRV 00) ; so that: 

; Cxy/Vxy ; óyyCyy /Vyy , then 
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minimal variances of the difference estimates are: 

V1mink[n var(yDtpn var(Yt) 

]2 

(1-f) V(1-8 )+S 

V2-mink[n 

[Vxy{1+(n-1)6xy}+(l-f)Sxy]2 

1+(n-1J<dxx}+(1-f ) 

(15) 

(16) 

V3-mink[n var(YDt3)]n var(Yt)-(1-f)SXy/Sxx (17) 

where f-n/N 

The last terms of the right hand sides of (15)- 
(17) represent the possible gains over the sample 
mean from the use of the three difference esti- 
mates. If we assume >0 , then for 

n sufficiently large we will have: V2 <V1 and 

V2 <V3 , so that the greatest gain could be made 

by using yDt2 , (i.e. using the trial sample 

mean , and the population expected mean ), 

even if errorless (i.e. expected) values are 
available both for the sample and for the 
population. 

If, however, the response correlations, 

and Cxy , are small, relative to the response 

variances (V and Cxx) , and n is not too 

large then 
YDt3 

may well have the smallest 

variance of the three estimates. 
The variance of the ratio estimates, 

be approximated by applying (13) with 1(1, -R,R). 
Thus (approximately): 

n var4 Rtl)i var(Yt) 

+(1 -f) {R2 [Vxx (1 -6 ) +S J 

-2R[Vxy(1- +Sxy]) (18) 

n var(YRt2)an 
var( t) 

+R2 1 +(n -1) -f) Sxx} 

-2R +(n- 1)8 +(1 -f)S } ; (19) 

n var(7Rt3)an var(yt) +(1- f)[R2Sxx 2RSxy] . (20) 

The conditions under which the ratio esti- 
mates are better than the sample mean, i.e. 
var(yRt) <var(yt) , are then: 

Vxy(1- 
R<2 

V (1 -6 ) +S ' 
for 

V[1+(n-1)6 xx J+(1-f)S 

R<2 V [1+(n-1)dJ+(1-f)S 
for YRt2 



S 

, for yRt3 
xx 

(21) 

If response correlations are small, relative to 

the correlations between expected values, the 

conditions (21) for 
YRtl 

and may be 

more stringent than the condition for and 

in particular if: 

V (1-6 ) 

< S 
for YRt2 and if: 

xx xx xx 

Vxy[1+(n-1)dxy] 

Vxx[1+(n-1)d]c 
for YRtl . (22) 

The last relationship would always hold if 

6 <6 for large enough n . 

xx 

Comparing and 
YRt2 , 

we have 

var(yRt2) >var(YRtl) 
if: 

V (1+(N -1) E (Y 

R)2 2 t t 
. (23) 

xx[1 
+(N- 1)dxx Et X)2} 

Thus, if the correlation between the trial 

means, and , is small, the ratio esti- 

mator 
YRt2 

would be preferred to i.e. 

the trial population, , should be used ra- 

ther than the errorless expected population mean 

X , for blowing -up the trial sample ratio, 

even if is known. 

3. Application to Sampling on Two Occasions: 

Let samples of the same sizes, n , be selected 

on each of two occasions such that m( <n) ele- 

ments are matched and measured on both occasions 

and u( n -m) are unmatched., Let Y be the 

variable for the second (current) occasion and 

X for the first and consider the unbiased esti- 

mate from the t -th trial for : 

, (24) 

where 
' 

are the sample means for the 

matched part, yut ut 
are the sample means 

for the unmatced parts and a, b are any 

constants. Set: 

with: ; ; 

0 
; 

m/N 
; 

am 

If we define 

T2 V -C +S ; T 
2 
201 -C +S ; and 

y yy x xx xx xx 

/(TxTy) 

then the minimal variance of (24) is: 

T2 

min Cy-S yy/N+ n (l+ ) (25) 

a,b,U 
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where U -u /n . 

The variance of the simple sample estimate 

for the second occasion, in: 

/n (26) 

The factor 2(1 +u) in (25) represents 

the reduction in the third term of the variance 
of the simple estimate, (26), obtained by using 
matched samples and is the same in form as ob- 
tained in classical sampling theory without re- 
sponse errors (e.g. in Cochran [3]). However, 
if the correlated response error is large 

relative to T2 , the matching will not signifi- 
cantly reduce The total variance. 
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PRELIMINARY EVALUATION OF 1969 MONEY INCOME DATA COLLECTED IN THE 
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Introduction 

All persons 14 years old and over who were in- 
cluded in either the 15 or 5 percent sample of 
the 1970 Census of Population and Housing were 
asked a series of questions on their money in- 
come received in 1969. In order to reduce re- 
spondents' burdens of reporting income informa- 
tion, a skip pattern was used whereby respon- 
dents reporting not working at all in 1969 were 
not required to answer the first three earnings 
question,. Hence, depending on their responses 
to the work experience question, persons re- 
ceiving the Census sample questionnaires were 
asked to complete either three or six income 
questions. 

The income information requested in the 1970 
Census covered money income regularly received 
before deduction for taxes, and excluded lump 
sum payments, such as net capital gains. See 
reference 1 for further details. 

Since money income data compiled in the Decen- 
nial Censuses are used widely for many purposes, 
it was deemed advisable to present a summary e- 
valuation on this subject using currently avail- 
able data. This preliminary note is organized 
under five main headings: (1) analysis of income 
allocation rates, (2) comparison of income levels 
of families fully reporting their income informa- 
tion with others, (3) comparisons between income 
information compiled in the 1970 Census and in 
the March 1970 Current Population Survey (CPS), 
(4) comparisons between aggregate incomes report- 
ed in the 1970 Census with benchmark totals, and 
(5) a summary. 

Analysis of Income Allocation Rates 

In any large -scale statistical undertaking such 
as the Decennial Census, incomplete, illegible, 
or missing questionnaire items are bound to occur, 
even though every effort is made to minimize 
these problems. A computer editing operation 
corrects for inconsistencies. The allocation 
procedure assigna acceptable entries in place of 
nonentries on questionnaires because they were 
not reported, poorly marked, or were not read by 
the electronic scanning equipment. Income as- 
signments (positive or negative dollar amounts 
or none) are based on fully reported income in- 
formation of persons with similar social and 
economic characteristics. In the 1970 Census, 
this income "hot deck" allocation procedure 
covered four matrices, three for workers (cover- 
ing earnings of all workers, income other than 
earnings for all workers other than farmers and 
farm managers, and income other than earnings for 
farmers and farm managers) and one for nonworkers 
relating to their incomes other than earnings. 
These matrices contained various combinations of 
persons' characteristics such as age, sex, re- 
lationship to household head, race, work experi- 
ence, major occupation group, weeks worked, and 
class of worker through which the allocations 
take place. For example, there were 2,094 matrix 
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cells for allocating earnings of persona report- 
ing that they had worked in 1969 but who did not 
report their earnings on the questionnaire. The 
allocations took place in the order of the pro- 
cessing of individual records. When no reported 
income information was stored in the computer, 
initial missing income items were assigned based 
on a "cold deck" table of starting constant 
values. 

In addition, because of enumerator or processing 
errors, it is sometimes necessary to assign all 

of the characteristics for a person or for a 

household through a substitution or replication 
procedure. The term "allocation" as used in the 
text of this paper also includes a small number 
of such substitution cases. 

All income nonentries of family members were 
allocated prior to deriving family income. The 

allocation rates for family income shown in 
table 1 relate to all families for which any 
family member 14 years old and over had one or 

more income items allocated. In the 1970 Census, 

if there was either a positive or negative dollar 
amount reported on any of the three earnings 
questions, "none" assignments, in either the earn- 
ings or "other income" question, were not counted 
as income allocations. These allocation rates 

are unit counts and are not weighted by the in- 
come amounts contributed by family members, e.g., 

the family is counted as allocated although the 

family head, usually the major earner, had fully 
reported income but one of his teenage sons did 

not. The allocation rate for persons is derived 
by dividing the number of persons with one or 
more income nonentries which have been allocated 
by the number of persons 14 years old or older. 
The family allocation rate is obtained by divid- 
ing the number of families with one or more 
family members having an allocated income by the 
total number of families. 

Preliminary Findings 

The family income allocation rates presented in 
table 1 show that of approximately 51.2 million 
families enumerated in the 1970 Census, about 
10.6 million or about 21 percent of all families 
had at least one member of the family with one or 
more income items allocated. This rate was about 
double the 10.6 percent computed for the 1960 
Census. The definitions used to compute the allo- 
cation rates for the two censuses are about simi- 
lar. It should be noted that there were three 
income questions in the 1960 Census and six in- 
come questions in the 1970 Census; undoubtedly 
this increase in the number of income items had 
a direct effect on the higher allocation rate in 
1970. 

It should be further noted that the allocations 
do not have as much impact on income reporting as 
these rates imply since if ever one member of a 

income has one or more ncome items allocated, 
the family as a whole is treated as an allocated 



unit whether or not other family members had 
fully reported their income information. Hence, 

a more useful index is the proportion of the 
total income allocated. This planned 
for the future, is not yet available. An altern- 
ative measure to the family allocation rate is to 
compute the allocation rate on a persons basis. 
The persons allocation rate was 12.5 percent in 
the 1970 Census. Even though this is only about 
half the family rate, the persons allocation 
rates in the 1970 Census, were about double those 
from the 1960 Census. The breakdown of this rate 
shows that the rate for men (13.3 percent) was 
slightly higher than the rate for women (11.8 
percent). The comparable rates from the 1960 
Census were 6.2 percent overall, 6.4 percent for 
men, and 6.0 percent for women. 

The family income allocation rate varied widely 
by family income intervals. As shown in table 1, 
of the 51.2 million families, the Census tabu- 
lated about 1.3 million families with incomes of 
less than $1,000 (including net losses). Approx- 
imately 28 percent of these families were fami- 
lies for which some or all of the income informa- 
tion had been allocated. At the other end of the 
distribution, there were 398,000 families with 
family income greater than $50,000. The alloca- 
tion rate for this group was 27 percent. These 
two, 28 and 27 percent, were the highest alloca- 
tion rates. The lowest allocation rate of 18.3 
percent was recorded by families in the $10,000 
to $11,999 family income class interval. Thus, 
the overall distribution of allocations follows 
a bimodal -type distribution with families at the 
two extremes of the distribution sharing the peak 
rates. 

Table 2 shows the distribution of family income 
allocation rates by State areas. For total money 
income, it shows that the allocation rates ranged 
from a peak of 26 percent for the State of Nevada 
(30 percent for the District of Columbia) to a 
low of 17 percent for Montana. In the 1960 Cen- 
sus, these rates ranged from 15 percent for both 
of the. States of Colorado and Florida (24 per - 
cent" for the District of Columbia) to a low of 
8 percent for Iowa. Also, a further analysis was 
made of the 1970 Census family allocation rates 
by states which were enumerated predominantly 
using the mailout- mailback system as compared 
with states using other enumeration procedures. 
The allocation rates between states using these 
alternative enumeration procedures showed no 
appreciable difference and hence, it appears that 
the type of enumeration procedure had no impact 
on varying the level of the allocation rates. 

Comparison of Income Levels of Families Fully Re- 
porting Their Income Information With Others 

As shown in table 2, the difference in median 
family income levels "before and after" alloca- 
tion was almost negligible for the country as a 
whole and by states. This difference for the 
United States as a whole was about $50 resulting 
from a "before allocation" value of $9,642 and 
an "after allocation" value of $9,590. The 
median income of family units with one or more 
members having some income information allocated 
was about 3 percent less than family units for 
which the income information was not allocated. 
These figures indicate that lower than median 
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income families were more likely to have one or 
more members requiring some income information 
allocated. 

Comparisons Between Income Information Compiled, 

the 1970 Census and in the Current Population, 

Since 1947, annual income information for the 
Nation as a whole has been compiled in the March 
supplement to the CPS. References 2 and 3 pro- 
vide more information regarding the CPS. Since 
income information from the CPS, among others, 
is collected under more controlled conditions 
than under the Census operations, e.g., the in- 
terviewers are more experienced and trained to 
obtain information in depth, the CPS results pro- 
vide a source by which the overall quality of 
Census results can be ascertained. 

Preliminary Findings 

As shown in table 3, the 1969 median income of 
families obtained from the March 1970 CPS was , 

$9,433, approximately 1.7 percent less than com- 
parable median income from the 1970 Census. Over- 

all, data in this table show that the correspon- 
dence between the 1970 Census and the March 1970 
CPS was closer than between the 1960 Census and 

the March 1960 CPS. The difference in 1959 
median family incomes was about 5 percent as com- 
pared with the difference of about 2 percent in 
the 1969 median family incomes. 

Table 4 shows aggregate money incomes by type of 
income as computed from the Census and the CPS. 
In the 1970 Census, aggregate income was computed 

at 635.5 billion dollars, about 5 percent higher 
than the 603.3 billion dollars computed from the 
1970 CPS. The comparable rate in the 1960 Census 
was 9 percent. The implications of these figures 
regarding the probable improvements in collecting 
CPS income data relative to Census data are 
currently under investigation. 

Comparisons Between Aggregate Incomes Reported 
the 1970 Census with Benchmark Totals 

Another indication of quality is the ratio of the 
money income amount collected in the Census to 
the money income amount that should be collected 
if there were no misreporting or underreporting 
of this information. Estimates of the latter, 
designated as BEA benchmark figures, were com- 

puted from data developed originally by the 
Bureau of Economic Analysis (BEA), which, in 

turn, derived their figures from administrative 

data sources. See references 3 and 4 for further 
details. 

Preliminary Findings 

As shown in table 4, total 1969 money income com- 

piled in the 1970 Census was about 92 percent of 
the benchmark total. These "benchmark" ra- 

tios were 100 percent for wage and salary, 91 

percent for net self- employment income, (99 per- 
cent for nonfarm self -employment income and 65 
percent for farm self -employment income), and 60 

percent for "other income" (82 percent for Social 
Security and railroad retirement benefits, 69 per- 
cent for public assistance payments, and 53 per- 
cent for the remaining "other income" types). 
The 1960 Census ratios between Census and bench- 

mark totals were 94 percent for the total, 



99 percent for wage and salary, 112 percent for 
self -employment income, and 62 percent for other 
income. The major difference in these ratios be- 
tween the two censuses was the reduction in the 
1970 Census benchmark ratio for net self- employ- 
ment income. This is still under investigation. 
It may be possible that there was less reporting 
of gross self- employment income in the 1970 
Census than in the 1960 Census. 

Table 5 shows a preliminary tabulation of these 
"benchmark" ratios by states and by type of in- 
come. A number of states have Census wage and 
salary totals which are larger than BEA bench- 
mark totals. This discrepancy is the result, a- 
mong others, of problems in the benchmark figures 
and the misreporting of income in the wage and 
salary question. Thus, because of the phrase 
"from all jobs" in the wage and salary question, 
it may be possible that some had interpreted 
this question to cover all earnings or income 
instead of wage and salary income received during 
1969. Another indication of reporting bias is 
the overreporting and underreporting (relative to 
benchmark totals of the net nonfarm and farm 
self -employment income items. This problem in- 
volves not only getting better methods for re- 
ducing misreporting of these items in the field 
but also involves getting better comparable 
benchmark data, especially for farm household net 
self -employment income. These, and other prob- 
lems, uncovered by table 5, are currently under 
investigation. 

1. Although the family income allocation 
rate was about 21 percent, the difference in 
median income levels between "before and after" 
allocated family income was not significant. 

2. The Census income data were more consis- 
tent with comparable income information from the 
March CPS in 1970 than in 1960. 

3. Comparisons with aggregate income bench- 
mark estimates indicate that the rate of total 
income reported in the 1970 Census was slightly 
lower than the rate reported in the 1960 Census. 
The reported rate differed primarily for the net 
self -employment income item. 
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Table 1. Families by Total Money Income in 1969, Before and After Allocation or Substitution 
of Income Nonrespondents, for the United States 

Total Money Income 

Number 

After Allocation 
or Substitution 

Before Allocation 
or Substitution 

Allocation or 
Substitution 

Allocation or 
Substitution Rate 

Total families 51,168,599 40,589,511 10,579,088 20.7 

Less than $1,000 1,277,006 918,679 358,327 28.1 

$1,000 to $1,999 1,733,205 1,324,402 408,803 23.6 
$2,000 to $2,999 2,260,578 1,749,836 510,742 22.6 

$3,000 to $3,999 2,499,946 1,938,347 561,599 22.5 
$4,000 to $4,999 2,601,863 2,021,902 579,961 22.3 
$5,000 to $5,999 2,934,453 2,307,430 627,023 21.4 
$6,000 to $6,999 3,146,245 2,497,712 648,533 20.6 

$7,000 to $7,999 3,451,531 2,776,852 674,679 19.5 
$8,000 to $8,999 3,640,466 2,952,407 688,059 18.9 
$9,000 to $9,999 3,457,835 2,815,029 642,806 18.6 
$10,000 to $11,999 6,585,510 5,377,909 1,207,601 18.3 
$12,000 to $14,999 7,031,917 5,709,257 1,322,660 18.8 
$15,000 to $24,999 8,176,995 6,441,997 1,734,998 21.2 
$25,000 to $49,999 1,972,996 1,467,407 505,589 25.6 
$50,000 or more 398,053 290,345 107,708 27.1 

Median income $9,590 $9,642 $9,361 (X) 

Source: Census of Population: 1970, General Social and Economic Characteristics, 
PC(1) -C2 to C52. United States total obtained by summing the states. 

X - Not applicable. 
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Table 2.- PERCENT OF FAMILIES WITH ONE OR MORE INCOME ALLOCATIONS 1969 AND 1959 AND MEDIAN 
INCOME IN 1969 OF FAMILIES BEFORE AND AFTER ALLOCATIONS OF INCOME,FOR THE U. S., 

BY STATE 

STATE 

Allocation Rates Median Income -.1970 Census 
1970 

Census 
1960 

Census ' 
After 

Allocation 
Before 

Allocation 
With 

Allocation Ratio 

UNITED STATES, TOTAL 20.7 10.6 r $9,590 $9,642 $9,361 0.995 
NORTHEAST 

New England:Maine 19.1 11.2 8,205 8,183 8,314 1.003 
New Hampshire 20.4 12.1 9,698 9,583 10,187 1.012 
Vermont 18.8 9.6 8,929 8,899 9,087 1.003 
Massachusetts 21.1 12.2 10,835 10,873 10,665 0.997 
Rhode Island 23.6 14.2 9,736 9,794 9,521 0.994 
Connecticut 23.0 11.6 11,811 11,886 11,509 0.994 

Middle Atlantic: New York 20.9 13.4 10,617 10,669 10,391 0.995 
New Jersey 21.8 12.9 11,407 11,491 11,051 0.993 
Pennsylvania 19.6 10.8 9,558 9,598 9,365 0.996 

NORTH CENTRAL 
East North Central: Ohio 19.8 10.7 10,313 10,356 10,102 0.996 

Indiana 17.6 10.7 9,970 9,992 9,845 0.998 
Illinois 21.1 13.6 10,959 10,985 10,845 0.998 
Michigan 19.6 10.7 11,032 11,081 10,792 0.996 
Wisconsin 21.3 9.5 10,068 10,091 9,968 0.998 

West North Central: Minnesota 20.3 9.0 9,931 9,980 9,705 0.995 
Iowa 18.4 8.2 9,018 8,997 9,130 1.002 
Missouri 22.2 13.3 8,914 8,988 8,620 0.992 
North Dakota 18.2 9.9 7,838 7,806 8,018 1.004 
South Dakota 19.9 10.1 7,494 7,514 7,398 0.997 
Nebraska 19.2 9.3 8,564 8,592 8,417 0.997 
Kansas 19.2 9.2 8,693 8,717 8,572 0.997 

SOUTH 
South Atlantic: Delaware 18.4 14.4 10,211 10,366 9,391 0.985 
Maryland 20.7 11.9 11,063 11,137 10,735 0.993 
District of Columbia 29.9 23.6 9,583 9,712 9,273 0.987 
Virginia 20.3 10.3 9,049 9,073 8,949 0.997 
West Virginia 18.6 10.0 7,415 7,450 7,235 0.995 
North Carolina 21.5 10.3 7,774 7,854 7,452 0.990 
South Carolina 21.8 9.7 7,621 7,645 7,527 0.997 
Georgia 20.8 11.2 8,167 8,238 7,867 0.991 
Florida 22.7 15.4 8,267 8,355 7,937 0.989 

East South Central: Kentucky 19.6 11.3 7,441 7,486 7,236 0.994 
Tennessee 22.3 10.4 7,447 7,492 7,277 0.994 
Alabama 21.0 9.7 7,266 7,337 6,964 0.990 
Mississippi 22.3 9.3 6,071 6,116 5,902 0.993 

West South Central: Arkansas 21.0 11.2 6,273 6,301 6,161 0.996 
Louisiana 24.7 11.6 7,530 7,638 7,165 0.986 
Oklahoma 20.3 13.3 7,725 7,717 7,763 1.001 
Texas 19.6 12.1 8,490 8,514 8,377 0.997 

WEST 
Mountain: Montana 17.3 13.7 8,512 8,541 8,348 0.997 

Idaho 20.2 11.2 8,381 8,325 8,633 1.007 
Wyoming 19.8 10.7 8,943 8,911 9,119 1.004 
Colorado 19.7 15.4 9,555 9,616 9,271 0.994 
New Mexico 22.0 12.2 7,849 7,867 7,769 0.998 
Arizona 22.5 12.1 9,187 9,220 6,062 0.996 
Utah 20.8 11.3 9,320 9,297 9,413 1.002 
Nevada 26.0 14.3 10,692 10,647 10,835 1.004 

Pacific: Washington 20.3 9.5 10,407 10,457 10,182 0.995 
Oregon 22.8 9.6 9,489 9,545 9,256 0.994 
California 20.2 12.5 10,732 10,784 10,498 0.995 
Alaska 21.4 14.0 12,443 12,502 12,200 0.995 
Hawaii 21.3 10.7 11,554 11,450 11,993 1.009 

1/ Nonresnonse allocation rates for total family income are somewhat overstated. For a discussion 
on family allocation ratea, see text, page L]CCCVII in the U. S. Summary. 

Ratio of after allocation to before allocation r revised 
Source: Census of Population: 1970, General Social and Economic Characteriaticg,Final Report 

-C2 to C52, and Census of Population: 1960, General Social and Economic Character - 
istics,Final Report PC(1) to 52C 
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Table IN 1969 AND 1959 OF FAMILIES BASED ON THE DECENNIAL CENSUSES 
AND THE MARCH CURRENT POPULATION SURVEYS, FOR THE UNITED STATES 

Total Money Income 

Family Income in 1969 

1970 
Census 

March 1970 
CPS 

STATES 

Number thousands. 51,169 51,237 

Percent 100.0 100.0 

Less than $1,000 2.5 1.6 

$1,000 to $1,999 3.4 3.4 

$2,000 to $2,999 4.4 4.6 

$3,000 to $3,999 4.9 5.3 

$4,000 to $4,999 5.1 5.4 

$5,000 to $5,999 5.7 5.9 

$6,000 to $6,999 6.1 6.4 

$7,000 to $7,999 6.7 7.3 

$8,000 to $8,999 7.1 7.4 

$9,000 to $9,999 6.8 7.0 

$10,000 to $11,999 12.9 13.0 

$12,000 to $14,999 13.7 13.7 

$15,000 to $24,999 16.0 15.6 

$25,000 to $49,999 3.9 3.2 

$50,000 or more 0.8 0.4 

Median income $9,590 $9,433 

Mean income $10,999 $10,577 

NA - Not available 

Family Income in 1959 

1960 
Census 

March 1960 
CPS 

} 

45,128 

100.0 

5.6 

7.5 

8.3 

9.5 

11.0 

12.3 

10.7 

8.6 

6.6 

4.9 

10.5 

3.3 

1.3 

$5,660 
(NA) 

45,062 

100.0 

5.1 

8.3 

9.3 

10.1 

11.7 

13.2 

11.0 

8.4 

10.6 

9.1 

2.4 

0.7 

$5,417 

(NA) 

Source: Census of Population: 1970, General Social and Economic Characteristics, 
Final Reports PC(1) -C2 to 052; Census of Population: 1960, General Social 
and Economic Characteristics, Final Report PC(1) -C1, U. S. Summary, and 
March 1970 and 1960 Current Population Surveys. 
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Table 4.-- COMPARISON OF CENSUS, CURRENT POPULATION SURVEY, AND BUREAU OF ECONOMIC ANALYSIS 
ESTIMATES OF AGGREGATE INCOME IN 1969, 1959, AND 1949, BY TYPE OF INCOME, 

FOR THE UNITED STATES 

Year and Type 
of Income 

Estimates of Aggregate Income (In billions) 

Census Current Population Survey 
Bureau of 

Economic 
Analysis(BEA)4 

Families and 
Unrel. 

Persons 
14 years old 
and over 

Families and 
Unrel. Indiv. 

Persons 
14 years old 
and over 

1969 
Total income 

Wage or salary income 
Self -employment income 

Nonfarm 
Farm 

Other income 
Social Security 
Public assistance 
Other 

1959 
Total income 

Wage or salary income 
Self -employment income 
Other income 

1949 
Total income 

Wage or salary income 
Self -employment income 
Other income 

$635.5 

499.4 
56.7 
47.9 
8.8 

79.4 
22.2 
4.6 
52.6 

332.3 
(NA) 

(NA) 

(NA) 

155.2 
(NA) 

(NA) 

(NA) 

$633.8 

(NA) 

(NA(NA) 

(NA) 

331.7 
246.5 
47.9 
37.3 

173.2 
J124.3 

31.1 
16.6 

$603.3 
474.8 
51.8 
43.4 
8.4 

76.7 
22.3 
4.9 
49.5 

304.5 
231.8 
36.1 
32.6 

160.2 
120.4 

27.2 
13.2 

$608.0 

478.9 
52.1 
43.6 
8.5 

77.0 

22.4 
5.0 

49.6 

306.7 
233.5 
38.3 
32.7 

159.8 
120.0 
26.5 
13.3 

$692.4 

497.8 
62.1 
48.6 
13.5 

132.5 
27.0 
6.6 

98.9 

353.1 
249.8 
42.6 
60.6 

191.0 
128.8 
31.3 
30.9 

Ratio of 

Census to CPS Census to BEA CPS to BEA 

Fam. and 
Unrel. 
Indiv. 

Pers. 14 
yrs. old 
and over 

Fam. and 
Unrel. 

Pers. 14 
yrs. old 
and over 

Fam. and 
Unrel. 
Indiv. 

Pers. 14 
yrs. old 
and over 

1969 
Total income 

Wage or salary income 
Self -employment income 

Nonfarm 

105 
105 
109 

(X4 92 
100 
91 
99 

92 

(X) 

87 

83 
89 

88 

84 
90 

Farm 
Other income 

105 
104 

(X) 

(X) 

65 
60 

(X) 
(X) 

62 

58 

63 
58 

Social Security 100 (X) 82 (X) 83 83 

Public assistance (X) 69 (X) 74 76 
Other 106 (X) 53 (X) 50 50 

1959 
Total income 

109 

108 94 86 87 
Wage or salary income 106 

(X4 
93 

Self -employment income 125 (X) 112 85 90 
Other income (X) (X) 62 54 54 

1949 
Total income 108 81 91 84 84 

Wage or salary income (X) 104 (X) 97 93 93 
Self -employment income (X) 117 (X) 99 8'7 85 
Other income (X) 125 (X) 54 43 43 

NA - Not available X - Not computable. 
1/ - 1969 BEA estimates were prepared by the Bureau of the Census using the Bureau of Economic 

Analysis data. 
- These estimates are based on preliminary sample tabulations rather than on final results 

because the final data do not contain distributions of each type of income. The aggregate 

total income estimated from the preliminary sample is in close agreement with the comparable 
aggregate estimated from the final data. 
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Table 5. -TYPE OP INCOME 1969 AND 1959 OF FAMILIES AND UNRELATED THE DECENNIAL AS A OF 
COMPARABLE BUREAU OF ECONOMIC ANALYSIS ESTIMATES 1969 AND 1959, FOR THE UNITED STATES, BY STATE 

STATE 
Total 
money 
income 

or 

income 

STATES, TOTAL 92 100 

NORTHEAST 
New England 

Maine 90 104 
New Hampshire 96 104 
Vermont 92 101 
Massachusetts 90 100 
Rhode Island 92 100 
Connecticut 90 101 

Middle Atlantic 
New York 98 

Jersey 92 101 
Pennsylvania 91 99 

NORTH 
Eut North Central 

Ohio 92 99 
92 99 
89 97 

Michigan 92 100 
Wisconsin 95 104 

West North Central 
Minnesota 93 101 
Iowa 88 105 
Missouri 94 103 
North Dakota 91 106 
South Dakota 86 105 
Nebraska 85 102 

88 99 

South Atlantic 
Delaware 88 101 
Maryland 94 101 
District of Columbia 83 92 
Virginia 96 103 
West Virginia 93 102 
North Carolina 91 99 
South Carolina 92 100 
Georgia 92 99 
Florida 99 107 

East South Central 
Kentucky 93 101 
Tennessee 94 102 
Alabama 95 104 
Mississippi 89 101 

West South Central 
Arkansas 89 103 

89 99 
97 107 

Texas 93 102 

WEST 
Mountain 

Montana 93 104 
Idaho 96 112 
Wyoming 95 105 
Colorado 98 105 
New Mexico 91 100 
Arizona 96 103 
Utah 99 105 
Nevada 90 95 

Pacific 
Washington 94 102 
Oregon 97 105 
California 92 100 

94 95 
Hawaii 91 99 

1970 Census 1960 Census 

Self-employment Other Income 

Total Nonfarm Farm Total 
Social 
Security 
incase 

Public 
assistance 

incase 

Other 
incase 

Total 
money 
incase 

Wage 
or 

salary 
incoas 

Solt- 
employment 

income 

Other 
income 

91 

77 
109 
113 
93 
90 
94 

93 
96 
90 

86 
83 

93 
91 
96 

93 
76 
90 
99 
81 
77 
91 

73 
97 

135 
109 
96 
80 
89 
83 
91 

85 
95 
90 
71 

89 
106 
97 

99 
77 

113 

84 

91 

89 
97 
95 

137 
92 

99 

90 
104 
124 
93 
89 
96 

93 
96 

85 
90 
95 
89 

97 

100 
96 
96 

103 
115 

93 
100 

95 
100 
133 
108 
87 
101 
98 

103 
112 

90 
95 

112 

107 
101 
112 
113 

118 
101 
109 
111 
118 
108 

89 

98 
100 
106 

134 
97 

65 

28 

(NL) 

119 
-386 
45 
55 
38 
23 

73 
95 
42 
30 

37 
49 
88 
56 

56 
114 
122 
42 
23 
108 

58 
82 
36 

-325 
58 

60 

53 
60 
55 
57 
64 
53 

55 

61 

60 
63 
54 
58 
61 

61 

53 
65 

48 
51 
49 
54 

46 
61 
48 
61 
59 
59 
56 
60 
83 

66 
58 
63 

57 

60 
53 
62 
56 

58 
63 

55 
65 

58 
78 
65 
62 

62 
69 
65 

57 
50 

82 

82 
83 
79 
83 
84 

83 
83 
84 

82 
83 
83 

82 
81 
83 
81 
90 
85 
74 

85 
86 
84 

60 
78 

69 

95 
78 
76 
72 
69 
87 
73 
69 

85 
87 
64 

65 
63 

53 

53 
54 
47 
51 
53 

53 
43 
58 
37 
40 
39 
45 

40 
56 
45 
56 
45 
50 
46 
52 
79 

57 

48 
55 

43 

48 
44 
53 
49 

51 
54 
47 
60 
51 
74 
59 

55 
63 
61 

56 
45 

94 

94 
96 
93 
95 
96 

97 
94 
89 
88 
85 
91 
98 

80 
94 
92 
99 
92 
94 
96 
97 
98 

98 
96 
96 
93 

93 
95 

100 
95 

91 
98 
91 
95 
97 

102 
99 
94 

98 
95 
95 

101 
103 

99 

98 
99 
96 
99 

101 

102 
103 
94 
91 
97 
97 

109 

92 
98 

104 
103 
96 

101 
103 

104 

102 
100 
101 
102 

100 

98 
los 
100 

98 
100 

97 
100 
99 
104 

95 

100 

103 
106 

112 

101 
126 
103 
134 
132 
132 

130 
121 
125 

117 

115 
117 
117 

102 
99 
94 
79 
99 
99 

lu 
125 
96 
119 
114 
94 

103 
102 

121 
117 
99 
81 

84 
114 

106 

95 
112 
102 
115 
105 
107 
122 

128 
103 
107 

137 
134 

62 

59 
62 
65 

60 
60 

51 
60 
56 

37 
59 
56 
64 
66 
60 
60 
73 
79 

65 
65 
72 
75 

79 
71 
72 
63 

64 
69 
57 
65 
74 
89 
68 
71 

68 
67 
65 

65 
68 

Based on persons 14 years old and over, not directly comparable with the 1970 Census. 
NA - Not available 
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SOME ASPECTS OF REDESIGN OF THE CANADIAN LABOUR FORCE SURVEY 

R. Platek and M.P. Singh, Statistics Canada 

1. INTRODUCTION 

The Labour Force Survey, established in 

1945, was completely redesigned in 1963 as a 

multi -purpose continuing field survey with the 
aim of providing monthly estimates of important 
labour force characteristics at the provincial 
and the national level. At present the survey 
covers all civilian, non-institutional population 
of 14 years of age and over from the ten pro- 
vinces. All the population of the Yukon Terri- 
tory and the Northwest Territories plus the 
Indian and Eskimo population living on reserves 
and crown land in the ten provinces, is excluded 
from the coverage of the Labour Force Survey 
(LFS). 

The LFS is comprised of two main parts: 
self -representing units (SRUs) and non -self- 
representing units (NSRUs). The SRUs are cities 
whose population exceeds 15,000 persons or whose 
unique characteristics demand their establish- 
ment as SR units. The NSRUs are the areas lying 
outside of the SRUs. In addition, apartment 
buildings in the larger SRUs and the special 
areas of census each form separate frames in the 
LFS. Special features of the present design for 
the different parts are briefly indicated in the 
corresponding sections and for a detailed 
description reference may be made to a report on 
Methodology -LFS (1965) and a paper by Fellegi, 
Gray and Platek (1966). 

The present design of the LFS is based on 
the Census of 1961. The concepts, definitions, 
boundary demarcations, population counts, etc. of 

the 1961 Census were used at several stages in 

designing the survey. Several changes have 
taken place in the structure of the labour force 
since the Census of 1961, which affect the design 
to a varying degree. To a large extent the in- 

formation on these changes is provided by the 
Census of 1971. A complete review of the LFS de- 
sign is therefore necessary using the information 
provided by the 1971 Census and other sources. 

Due to the difference in design and extent 
of updating used in different parts (viz. SRU, 

NSRU, apartment and special area) of the LFS, it 

was decided at an early stage of the development 
of the redesign program that each part would be 
reviewed individually and the decision on the ex- 
tent of the redesign in one part would not di- 
rectly influence the decision on another part. 

In Section 2 the main objectives of the re- 
design are summarized while in Section 3 some 
discussion covering the use of theoretical studies 
in redesign is given. The effects of the changes 
between the 1961 and 1971 Censuses on the design 
of the LFS are discussed separately for the SR 
units and NSR units in Sections 4 and 5, res- 
pectively. Dependency of the design on censuses 
and the suitability of alternative schemes of 
selection are also discussed in these, sections. 
Sections 6 and 7 deal with the possible improve- 
ments, on the basis of some studies undertaken, 
to the apartment frame and the special area 
frame. In Section 8, the possibility of extend- 
ing the coverage of the LFS is discussed. 
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2. MAIN OBJECTIVES OF THE DESIGN 

In a continuing large scale multi -purpose 

survey such as the Canadian LFS, the major ob- 

jectives and priorities are decided at the incep- 

tion of the survey, and the survey is designed 

accordingly with scope for incorporating changes 

depending on future requirements. Subsequent re- 

designs usually examine and incorporate changes 
with regard to (i) up- to- dateness of the sample, 
(ii) coverage, (iii) introduction of new method- 

ology and (iv) level of data requirements. 

Changes in the design necessitated by change in 

the level of data requirement are not discussed 

in this paper. Other factors mentioned above 
are briefly discussed in relation to the object- 
ives set for the present LFS redesign. 

(i) Up- to- dateness: All aspects of the design 
which utilize 1961 Census or other obso- 

lete data will be examined. Changes will 

be made using information available from 

the 1971 Census, other more recent sources 

and the results of theoretical studies. 
In some parts of the LFS, for example in 

SRUs and the apartment sample, attempts 

will be made to reduce the dependency of 
the design parameters on the census. 

(ii) Coverage: As mentioned earlier, all the 

population of the Yukon Territory, the 
Northwest Territories plus the Indian and 

Eskimo population living on reserves and 

crown land in the ten provinces, is ex- 
cluded from the coverage of the current 
LFS. Due to an increasing demand for LFS 

estimates for these populations the feasi- 
bility of conducting LFS in these areas 

will be studied. 
(iii) New Methodology: Taking into consideration 

the results of continuing theoretical 
studies on LFS data and availability of 
vast computer resources, more refined 
methods of stratification, sample alloca- 
tion, formation of sampling units, etc. 
will be examined. In addition, several 
new sampling methods suitable for the LFS 
will be compared with the existing methods 

for their efficiency, cast, variance esti- 
mation and operational convenience. The 
method (with necessary modifications) 
which is most suitable will be used. 

3. THEORETICAL STUDIES 

A regular feature of the LFS is to carry 

out theoretical studies using LFS data in order 
to assess the suitability of the ongoing design 

and implement changes when necessary. The 
studies undertaken on a continuous basis are 
(i) binomial factors, (ii) components of vari- 
ance and (iii) cost components. Binomial fac- 

tors measure the overall effects of stratifica- 
tion, allocation and the methodology. Past 

studies on binomial factors do not provide di- 
rect evidence of deterioration of the design. 
In the components of variance study (Gray, 1971) 

the total variance is split into different com- 



ponents and therefore the relative magnitude of 
these components would help to decide upon the 
sample allocation at different stages of samp- 
ling. The magnitude of these components, to- 
gether with the corresponding cost components 
would determine the optimum size of the sampling 
units at different stages of sampling. 

The LFS redesign procedure will not be based 
only on the results of detailed mathematical 
analysis of cost and variance. However, the re- 
sults of these studies, together with some oper- 
ational studies, will indicate the best of 

several alternatives that might be acceptable. 
In the finalization of the program an adjust- 
ment will be made to reconcile the theoretically 
desirable and operationally feasible. 

4. SELF -REPRESENTING UNITS 

4.1 Special Features: The self- representing 
units (SRUs) are cities whose population ex- 
ceeds 15,000 persons or whose unique character- 
istics demand their establishment as SRUs. 
Larger SRUs are further sub -divided into compact 
subunits which in turn are sub -divided into seg- 
ments (mostly city blocks with well defined 
boundaries). From each subunit six or a multi- 
ple of six segments are selected systematically 
with probability proportionate to size (PPS). 

The size measure is related to the number' of 
households as of 1961 Census. The households 
within sampled segments are selected systemati- 
cally. The selected households within each seg- 
ment remain in the sample for six consecutive 
months when they are replaced by another group 
of households from the same segment. In addi- 
tion, there is a similar scheme for the rotation 
of segments. On the basis of partial field 
counts (discussed in Section 4.3) the sample is 

regularly updated to take account of extra- 
ordinary growth in the subunits. 

Due to regular updating of the present SRU 
sample and simplicity in the selection procedure, 
at an early stage of planning for redesign it 

was decided that the SRU sample should not be 
redesigned simply because a particular feature 
of the design requires revision. A decision 
was made to examine different features of the 
present design individually and then decide 
collectively the extent to which the SRU sample 
should be redesigned. Brief discussions on the 
choice of a selection scheme and problems of up- 
dating are given in the following sub -sections. 
4.2 Selection Scheme: The present method of 
selecting segments, namely PPS systematic (re- 

ferred to as Method 1) is quite simple to oper- 
ate but suffers from certain disadvantages on 
theoretical considerations. From several 'un- 

equal probability without replacement' selec- 
tion methods available, two well -known methods 
were chosen, keeping in mind that six (or multi- 
ple of six) segments are to be selected. These 
methods are 

Method 2: Random order --PPS systematic 
(Hartley and Rao, 1962). 

Method 3: Random group --PPS (Rao, Hartley 
and Cochran, 1962). 

Method 2 is essentially Method 1 applied to 
a random ordered list of segments within the 
subunit. In Method 3, the segments within a 

subunit are to be grouped into six (or multiple 
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of six)random groups and then one segment select- 
ed with PPS from each group. These methods were 
examined for their suitability for the LFS and 
the following points noted with regard to the 
theoretical and operational considerations for 
each of three methods. 
Theoretical Consideration: 
(a) Comparison of Methods 2 and 3 under a super - 
population model indicates that in many situa- 
tions met with in practice, Method 2 is likely 

to have smaller variance than Method 3. How- 
ever, Method 3 possesses the exact theory for 
finite populations and hence exact variance and 
variance estimate can be obtained without any 
difficulty. Method 2 requires asymptotic ap- 
proach and the variance and variance estimates 
are valid only for a large number of segments 
within each subunit. 
(b) The efficiency of Method 1 currently in use 

is very much dependent upon the magnitude of 
serial correlation coefficient, which does not 
necessarily increase or decrease with sample 
size, as it is a function of variation within 
and between segments in addition to the size of 
the sample. Due to this the behaviour of the 
variance of the estimate is likely to be some- 
what irregular for this method. 
(c) Unbiased variance estimation is not possible 
in Method 1 whereas both Methods 2 and 3 provide 
unbiased variance estimators. 
(d) Both Methods 2 and 3 are more efficient than 
PPS sampling with replacement. 
(e) Method 3 provides simple and stable variance 
estimator as compared to many other unequal prob- 

ability schemes. 
(f) The joint inclusion probabilities are zero 
for most pairs of segments in Method 1 and in 

Method 2 their computation is quite involved when 
the number of segments is large. 

Operational Consideration: 
(a) In the context of LFS these three methods are 
equally simple to operate. Methods 2 and 3 

would be expected to take approximately the same 
time as Method 1. Randomization needed in Meth- 
ods 2 and 3 may not require extra time as some 
randomization is done also for Method 1 in the 
process of formation of rotation groups. In 

Method 3 the random groups themselves serve the 
purpose of rotation groups. 
(b) Both Methods 2 and 3 are also applicable and 
simple for the rotation program used in the LFS. 

(c) Method 3 possesses three special features, 
namely, 

(i) Only one segment is selected with PPS 
from each random group. 

(ii) After the formation of groups, sampling 
within the groups is done independently. 

(iii) Each random group by itself is a subsample 
of segments from the subunit. 

Use of these features can be well explored 
in updating the LFS sample and also in con- 
ducting special studies or surveys related to 
the labour force characteristics. Because of 
feature (iii) the LFS sample may serve as a suit- 
able vehicle for special studies or surveys as 
they may be conducted in any one (or more) 
groups. 

As mentioned previously, the LFS sample is 

continuously updated but due to the complexity 
of the updating method, among other reasons, it 



is limited only to areas of extraordinary 
growth (100% or more). Because of features (i) 

and (ii) above it would be possible to apply di- 

rectly the Keyfitz method of revising selection 
probabilities to the individual random groups 

which have developed noticeable changes in the 

selection probabilities, without affecting the 

selections in the remaining groups of the sub- 

unit. This method does not affect the selec- 
tions in the remaining groups of the subunit, 
also, because it is simple to execute even minor 
changes in selection probabilities could be re- 
vised. This aspect is discussed further in 

Section 4.3. 

Remark 1 On the basis of the above discussions, 
both Methods 2 and 3 appear to be more suitable 
than Method 1 which is currently being used in 

SRUs. Comparing Method 2 and 3, from a theo- 
retical standpoint one is equally preferable to 
the other. However, from operational view- 
points Method 3 seems to have very definite ad- 
vantages over Method 2. 

4.3 Uneven Growth and Updating Procedure: Popu- 

lation growth usually occurs at a faster rate in 

self- representing units than in non- self -repre- 

senting units. Along with natural growth there 
is a marked tendency for persons living in rural 

or urban centers of NSRUs and also in smaller 
SRUs to migrate to larger SRUs. In addition, 
there is frequent movement of population within 
a particular SRU because of developments in cer- 

tain parts of the SRU, location of area of work 
and other facilities. The result of all these 
is an uneven rate of growth in different parts 
of the SRU. 

Uneven growth, in addition to creating ad- 
ministrative problems concerning enumerators' 
assignments, increases the sampling variance of 
the labour force estimates. This is because the 

size measures used in the present design were 
accurate when the LFS was redesigned in 1963 but 

they tend to become consittently less accurate 
as a result of uneven growth. Continued use of 
these original size measures does not affect the 
unbiasedness of the LFS estimates, but as most 
labour force characteristics are correlated 
with the size measure, the more out of date the 
measures become, the lower the correlation be- 
tween them and hence the higher the resultant 
variance of the LFS estimates. 
Partial Field Count: In order to check the de- 
terioration of the design as a result of uneven 
growth, a scheme of partial field count is in 

operation in SRUs. In this scheme every sub- 
unit is checked annually, according to a fixed 
rotation program, and revised dwelling counts 
are then obtained only for those areas where 
growth Is 100% (or more) of the original count. 
The sample in such subunits (or part thereof) is 

then revised using a prescribed method which 
does not affect the unbiased aspect of the esti- 
mates. 

One of the major drawbacks of the present 
partial field count scheme is that revised 
counts are not available for segments for which 
growth is less than 100 %. The updating proce- 
dure therefore allows for an increase in sampl- 
ing variance of the LFS estimates to a magnitude 
which in some cases may be serious. This limi- 
tation of the updating procedure based on 
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partial field counts necessitates the revision 

of the sample after every census in order to 

check the deterioration of the design. 
Complete Field Count: This scheme is envisaged 

as a regular feature of the LFS replacing the 
present partial field counts. In this plan it is 

intended to obtain the dwelling counts, segment 

maps and other necessary information for all seg- 
ments of the subunits irrespective of the rate 

of growth. According to a fixed rotation pro- 

gram each subunit will be completely checked in 
the field annually. The data collected from the 

first rotation will be used in the present re- 
design and the data from subsequent rotations 
will be used in the regular updating of the sam- 

ple. 

For the purpose of the present redesign, on 
an average the field counts so obtained would be 

only six months out of date, whereas the data 

obtained from the 1971 Census, If used, would be 
about three years out of date by the time the 
last province is redesigned. Field counts would 
thus have advantages over the census counts with 
regard to their up- to- dateness, and since the 
sample could be selected in stages as the data 
are received throughout the year, it would have 
a better stabilizing effect and uniform workload. 

During subsequent years (rotations) the 
data collected would enable revision of the sam- 
ple even when the growth is (for example) five 
to ten percent and thus the LFS estimates would 
retain their original efficiency. 
Remark 2 Complete count scheme, together with 
random group method of selection and Keyfitz 
method of revising the sample (Section 4.2, item 

3) should ensure that the sample in the self - 
representing units is up -to -date for a long per- 

iod of time. As the design in SRUs will not de- 
pend on the Census of 1971, it would not require 
redesigning even after the next census, with the 
exception of the areas annexed to SRUs. 

5. NON -SELF- REPRESENTING UNITS 

5.1 Special Features: Non -self -representing 
units (NSRUs) are areas lying outside the SRUs. 
These are a combination of rural areas and small 
urban centers. Due to the relatively low density 
of population the sample in NSRUs is selected in 

four stages from each stratum of an economic 
region. The required number of primary sampling 
units (PSUs) are delineated and 2 PSUs are selec- 
ted without replacement with unequal probabili- 
ties following Fellegi's method. Segments (rural 

and urban separately), clusters and households 
form the subsequent stages of selection. 

The extent of redesign required in the NSRU 
sample, unlike the SRUs, would depend upon a sin- 
gle factor, namely the extent of restratification 
needed as a result of changes in boundaries of 
economic regions and census enumeration areas 
and also due to annexations. These factors were 
examined in detail and a brief resume is pre- 
sented in Sections 5.2 to 5.5.PSU delineation and 
selection are discussed in subsequent sections. 
'5.2 Changes in the Economic Region Boundaries: 
Each province in Canada is divided into a number 
of economic regions (ERs). These ERs usually 
consist of a group of contiguous counties (or 
divisions) with a similar economic structure. 



In the present design of LFS the DDP ERs of 1961 

were used as primary strata. These ERs were fur- 
ther subdivided into strata following a particu- 
lar principle/ensuring minimum variation in the 
labour force characteristics within a stratum. 

A review of DDP economic regions was car- 
ried out applying 'rigorous statistical tech- 
niques' leading to the delineation of regions. 
In November 1971, the Regional Statistical Policy 
and Coordinating Committee recommended a new set 
of regions. Main recommendation of the committee 
is that these 1971 ERs be 'utilized uniformly by 
the bureau divisions as an additional level of 
spatial reference for the purpose of data tabu- 
lation, development of new data and the survey 
design wherever its application is appropriate'. 

For the purpose of LFS, use of these sub - 

provincial regions has added advantages from both 
theoretical and operational considerations, such 

as: 

(a) because the new set of ERs is formed on 'sta- 

tistical principles' on the basis of more re- 
cent information, they are suitable as pri- 
mary strata 

(b) an ER as an area to be further stratified is 

more manageable than the province as a whole 
(c) as the sample would be representative of each 

region of the province, estimates with a 
known degree of precision could be easily ob- 
tained at the subprovincial level. In addi- 
tion it would allow more flexibility in the 
design since changes could be introduced, if 

needed, in any one (or more) regions without 
affecting the design of the other regions. 
Also it would be useful in conducting special 
studies and comparisons at the ER level. 
In many cases the composition of the ERs in 

the new set is quite different from that of the 
old set of DDP regions. Where there are changes 
in the ER boundaries, the present strata will cut 
across the new ER boundaries. To avoid this and 
retain the efficiency of stratification it is 

essential that changes in the strata boundaries 
be incorporated to accommodate the 1971 ER boun- 
daries. The extent to which restratification 
would be necessary can be obtained by comparing 
the composition of the two sets of ERs. The num- 
ber of ERs with boundary changes is given in the 
following Section 5.3. 
5.3 Annexation to SRU: The boundaries of many 
SRUs have changed due to growth or some other ad- 
ministrative and political considerations. As a 
result, parts of the NSR strata or in some cases 
the entire strata have been included in a neigh- 
bouring SRU. Consequently, the stratification in 

such ERs is adversely affected which could result 
in poor efficiency of the LFS estimates. The num- 
ber of SRUs affected due to annexation is given 
in the following Table 1. Figures in column (5) 

refer to those ERs which are affected by annexa- 
tion of 10% or more. Annexation in the province 
of Quebec has not been obtained as all ERs are 
affected by boundary changes and will require re- 
stratification. 
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Table 1: 1971 ERs Affected 

Province 

Total 
No.of ERs 

No. of 1971 Rs 

affected due to 

1961 1971 

ER 
Boundary 
C hge 

Annexa- 
tion to 

SRU 

Joint 
consid- 
eration 

(1) (2) (3) (5) (6) 

Newfoundland . 6 6 

P.E I 1 1 

Nova Scotia 4 5 2 2 4 

New Brunswick 4 5 3 4 

Quebec 10 10 9 n.a. 9 
Ontario 10 10 4 4 

Manitoba 7 7 

Saskatchewan 6 6 5 5 

Alberta 7 8 5 5 

B.0 9 9 8 8 

Total 64 67 32 11 41 

5.4 Extent of Restratification: All the ERs 

which are affected by either boundary changes or 
annexation will require restratification. Table 
1 shows that in 1971, 41 out of 67 ERs fall into 

this category. Of the remaining 26 ERs, 6 ERs 

consist of a single stratum and 6 ERs do not 
have any NSR area (these are distributed in dif- 
ferent provinces). Thus, in 1971 there are only 
14 out of a total of 67 ERs which do not require 
restratification on account of boundary changes 
or annexation. 

Other operational and theoretical considera- 

tions must be taken into account when deciding 
upon restratification of an ER. Some of these 
considerations are boundary changes in enumera- 
tion areas, deterioration in the Index of Strati- 
fication, formation of new SRUs or extention of 
the coverage of existing SRUs. 

Of the 14 ERs mentioned above, 8 were exam- 
ined for the extent of changes in the boundaries 
of 1961 Census EAs: Ontario (4) Alberta (1) 

New Brunswick (1) and Manitoba (2). As the in- 

formation on such changes between the Censuses 

of 1961 and 1971 is not yet compiled, the fre- 
quency of such changes was obtained between the 
Censuses of 1961 and 1966. If the relative fre- 

quency of changes between 1966 and 1971 is as- 
sumed to be the same as between 1961 and 1966, 

then the examination revealed that a percentage 
of the 1961 EAs which have changed their boun- 
daries in the Census of 1971 varies from a low 
of 20% in some ERs to a high of 52% in others. 

The above considerations show that for one 
reason or another almost all 1971 ERs would re- 

quire restratification. As a result, it is con- 
templated that in NSR areas restratification 
would be carried out in all provinces with new 
strata formed in each of the 1971 economic re- 
gions. A project is undertaken to examine and 
extend the use of computer in stratification and 
PSU formation. 

5.5 PSU Delineation and Selection: The primary 
sampling units (PSUs) in NSR areas consist of a 
group of contiguous rural enumeration areas and 
reasonably nearby urban areas within the stratum. 
While forming the PSUs in the present design at- 
tempts were made to make each PSU a replica of 
the stratum to which it belongs with respect to 
the 'discriminating characteristics' and the rur- 



al -urban population ratios. Restratification of 
NSR areas would imply redelineation of the PSUs. 
It is felt that the contiguity of the enumeration 
areas within PSU could be relaxed to some extent 
without affecting the cost of enumeration. 

With complete restratification and redelin- 

eation of PSUs, the partial replacement of the 
sample (with maximum retention of the sampled 
PSUs) was found to be undesireable from both 
operational and theoretical considerations. A 
decision was made to reselect PSUs and units at 
subsequent stages. 

As mentioned earlier, in the present design, 
two PSUs are selected from each stratum following 
Fellegi's method. This method has worked quite 
satisfactorily in NSRUs and is not difficult to 
operate for the selection of two PSUs. Unless, 

sufficient evidence is found in favour of some 
other method the PSUs in NSRUs will be selected 
following the present method. Consideration was 
given to random group method (Method 3, Section 
4.2) for selection of PSUs. However, studies in 

different context have shown that Fellegi's meth- 
od is likely to be more efficient than random 
group method for situations where (i) the co- 

efficient of variation of the size variable is 

small and (ii) the sampling ratios (for the PSUs) 
is large. Both these conditions are likely to be 
satisfied for most of the strata because of the 
very principle of the PSU formation,and also the 
sampling ratios in terms of PSUs. 

The segments of the sample PSUs will be 
placed in two groups (urban and rural) as in the 
present design. For reasons mentioned in Sec- 
tion 4.2, the required number of segments would 
be selected from each group, following Method 2 

rather than Method I, as at present. Use of 
Method 3 is not suitable here because of the 
small number of segments within each group. The 
clusters within sampled segments may be selected 
with stricter classification of possible con- 
figurations for two dimensional array of cluster 
selection and random start. The systematic samp- 
ling of households, the ultimate stage of samp- 
ling, will remain until a superior method is 

found. 

6. APARTMENT SAMPLE 

6.1 Definition and Coverage: In addition to the 
regular sample in SR areas a separate frame of 
apartment buildings, which have at least 30 units 
and 5 floors, is set up in 12 of the larger SRUs. 

The purpose of setting up this frame is to en- 
sure the representation of apartment dwellers as 

they may be different in many characteristics 
from persons living in single dwellings or row 
housing. 
6.2 Stratification and Selection Procedure: A 

study was conducted to examine the suitability of 
stratifying the apartment frame of each SRU on 

the basis of size of the apartment buildings, 
size being the number of suites in them. Fre- 
quency distribution for the SRU was obtained for 
15 size classes and efficiency of stratification 
was calculated following two well known rules of 
stratification, namely (i) rule and (ii) stra- 
tum total rule, for constructing two and three 
strata. 

Both rules were found to be equally effic- 
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lent for 6 out of 12 SRUs and the remaining 6 
SRUs were equally distributed between the two 
rules. On forming two strata substantial gains 

over the unstratified sample were noticed in all 

cases. Division of the frame into three strata 

also showed some improvements over two strata. 

On practical considerations it was decided to 

form two strata in the seven medium sized SRUs 
and three strata in the two largest SRUs of 
Toronto and Montreal. In three smaller SRUs 
stratification was not considered necessary. A 

preliminary study conducted to examine the spa- 
tial representation of the sample revealed that 
before selection the two larger SRUs of Toronto 
and Montreal should be geographically stratified. 

In the present design a two -stage prob- 

ability sample is selected from the apartment 
frame. Apartment buildings (segments) are sel- 
ected systematically with probability proportion- 
ate to size (number of suites) and households are 
selected systematically. The apartment frame is 
continuously updated according to a prescribed 
procedure. Consideration was given to the use 
of Method 3 (or 2) discussed in Section 4.2, for 

the selection of apartment segments from each 
stratum of a SRU. Due to open -endedness of the 
apartment frame within each strata, it is felt 

that PPS systematic sampling has an advantage 
over other methods. At the second stage, to en- 

sure a representation of the different types of 
suites in the sample, a serpentine listing of 
the suites in the sampled apartment buildings is 

proposed. 

7. SPECIAL AREA SAMPLE 

The frame for this sample consists of 
special enumeration areas as defined in the Cen- 

sus of 1961 and the remote areas. Census special 
enumeration areas are grouped into three types 
(strata), namely, military establishments, hospi- 
tals and other institutions. The remote areas 
form the fourth stratum. The frame of special 
areas is a closed ended one. In most of the pro- 
vinces, each stratum is divided into two sub- 
strata and samples are selected in two- stages 
from each substratum following the method used 
for the apartment sample. Although the labour 
force population in special areas is less than 
2% of the total labour force, it was decided to 
treat them separately in order to have proper 
representation of the institutional population. 

8. EXTENSION OF LFS TO NORTHWEST TERRITORIES 
AND YUKON TERRITORY 

These areas differ significantly from other 
provinces in respect to population density, 
living conditions, transport and communication, 
seasonal variations, mobility of population, etc. 
These factors will have a significant bearing on 
the overall methodology of the LFS in these 
areas. As little information is known about such 
factors and their impact on the estimates, a pi- 
lot survey will be conducted for these areas 
with a view to (i) examine the operational feasi- 
bilities and to decide upon the enumeration meth- 
ods, frequency of survey, rotation plan, etc., 
(ii) to determine the cost and other design para- 
meters and (iii) to assess the general applica- 



bility of the LFS concepts and definitions. [3] 
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SAMPLING ERRORS IN RATIO ESTIMATION 

J: N. K. Rao and Richard A. Kuzik 
University of Manitoba and Department of Indian Affairs and Northern Development, Canada 

SUMMARY: The results of an extensive semi -empi- and X v3 for MSE of r do not require the know- 
rical study on ratio estimators are reported. ledge of 
Assuming simple random sampling and a linear re- The behaviour of estimators of Y and of estima- 
gression model y a +ßx +e with error variance tors of MSE ( or variance) of r (or r) may be in- 
V(elx)axg, g>0, the average mean square errors of vestigated in a variety of ways, including the 
seven ratio estimators of the population mean Y following (McCarthy [6]): (a) Exact analytic, in 
and the average biases and average mean square which the functional form of a distribution or a 
errors of two classical variance estimators and of joint distribution is assumed; approximate 
the 'jack -knife' variance estimator, for a given analytic, in which Taylor series approximations 
x- population, are derived. Employing a wide vari- are used; (c) empirical studies, in which the data 
ety of x- populations, the performances of these from actual surveys are used; and (d) Monte Carlo 
estimators and variance estimators are empirically sampling from synthetic populations. We refer the 
investigated. The applicability of the results reader to Hutchison [3], Rao and Rao [10], McCarthy 
to other sample designs is discussed. [6] and Frankel [2] for details of the available 
1. iwLHODUCTION: In recent years considerable results under the above categories. Some analytic 

attention has been given to the investigation of results, exact for any sample size, have been ob- 

the properties of ratio estimators. Suppose a bi- tained 'by assuming simple random sampling and the model 
variate simple random sample (y ,x.), i= 1,2,..,n, a + + ui 

is to be drawn from a population N units with 
means (,X). If is known, the classical ratio = 0, > 0, t > 0 (1) 

estimator of Y is = rX where r ÿ/x is the 
) 0, i j 1, 2,...,N 

ratio of sample means. Beale's estimatgr i j j 

s s with a gamma distribution for the variates xi, 

= + () /[1 + (-- n N 2] 
where denotes the expectation operator (Rao and 

n N x Rao [10]). However, it is difficult to obtain 
and Tin's estimator analogous exact analytic results for more complex 

1 1 sample designs. On the other hand, the empirical 

+ (- n N)( _2)] approach, employing actual survey data, permits the 
x use of complex designs, and the properties of es- 

are approximately unbiased in the sense that their t_imators of many parameters (including or R = 
asymptotic biases do not contain term_ of order 
n-1 and orde where s 

term! 
Y could be investigated with the help of a high 

2(n -1) E(x. -x). speed computer. For instance, Flrankel [2] inves- 
(y._;) and s = (n -1)- . The well known tigated the properties of naive estimators of 
unbiased ratio estimator of Hartley and Ross is ratios, regression coefficients, simple, partial 
given by 

-l) and multiple correlation coefficients for three 
+ -1 rx) sample designs involving 6, 12 and 30 strata re- 

where = n E(y /x.). If the sample is divided spectively and two clusters per stratum selected 
at random into groups each of size p, by simple random sampling. Employing the data 
(n..= pg), Jones's estimator of is collected by the U.S. Bureau of the Census in the 

= (w -1)r' March 1971 Current Population Survey, he generated 
300 (or 200) independent samples for each design 

where w = g[1-(n-p)/N), r, /g, r, (ny and then empirically investigated the behaviour of 
(nx -pi ), and being the simple means from estimators and of variance estimators. Several y- 
the (j= 1,2,..,g). The asymptotic bias characters and a single x- character (size of 
of does not involve terms of order n-1 and cluster) were considered in estimating R. On the 
order N -1. Quenouille's estimator (originally other hand Rao 
proposed for i inite populations) is given by 

[9] considered a wide variety of 

7Q (g- 1)rX, but terms of order 
(y,x)- populations, but confined himself to si mple 

Q = r 
appear random sampling. An obvious limitation of the 

in its asymptotic bias. Finally, Mickey's un- empirical approach is that the results are strictly 
biased estimator f is applicable only to the particular population(s) 

M = rgX + - rgx). considered. However, the empirical studies are 

reduces tog when n =2. The approximately 
extremely valuable in providing guidelines on the 
performances of various methods of estimation. 

unbiased or wholy unbiased ratio estimators are In this paper we employ a semi -empirical approach 
useful in surveys with many strata and small using model (1) and a wide variety of x- popula- 
samples within strata, especially if 'separate' tions. This combination of empirical and analytic 
ratio estimators are appropriate. approaches has obvious advantages as it throws 

We consider three estimators for the mean square further light on the performances of various methods 
error (MSE) of : of estimation. Moreover, it has not been possible 

= (ñ 1 - )(s2 - 2rs + r2s2) to analytically investigate the stabilities of 
y x Beale's estimator and the 'jack- knife' variance 

v2 N 1)(X - 2rsxy + estimator v3 (except for g=2). Although we confine 

and the 'jack - knife' estimator 
ourselves to simple random sampling in this paper, 

2 it is possible to apply the present approach to 
v3 = (1 - n /N) {(g- 1) /g }E(rj - more complex designs by employing suitable exten- 

sions of model (1). For instance, Konijn [5] has 
where s2 = (n- 1)- -ÿ)2. The estimators 2-2,2 proposed an extension of model (1) suitshie for 
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two -stage sampling involving unequal probability 
sampling of primaries with or without replacement. 
2. ESTIMATION OF Y: The average MSE of ÿr, under 
model (1), is given by 

e MSE(5 
r 

) 

= e E {R (+i ) - (a }2 

N s 
xs 

where = Eu., E denotes the average over all the 
1 1 s 

(ñ) possible samples s each of size n, = E x s 
and = E u, Noting that E x., 

s tes s 

= and 11) = d E x we get 
1 1 

6 

i 
MSE(ÿr) = Ex + a2E(Aras) + 

N 1 

where the coefficients A and A are functions 
of X and the x- values samprless. The ex- 
pressions for A and A are given in Appendix 
1. Following the above es, we derived the 
average MSE's of 5H, ¡T, y,, y, a d and the 
expressions for the coefficients or and 

(ABS, ABd , 
etcetra) are presented in Appendix 1. 

It is possible to entertain more general models 
than (1) but the derivations become extremely 
tedious and the interpretation of the results will 
be difficult. For instance, if the model 

y. = a + 
+l 

yxi(m 
+l) + ui with the same error 

structure as in (1) is used we2will have to con- 
sider the coefficients of a 

2 
, 

2 
, y , aß, ay, 

for selected values of m and of for selected 
values of t, in order to compare the average MSE's 
of the estimators. 
The computation of the coefficients E(A ), 

E(A ), etcetra, for a given x- population, is 

a high speed computer. Table 1 describes 
the x- populations selected for the present study. 
The populations numbered 1 -12 are natural popu- 
lations with N ranging from 10 to 270 and the 
coefficient of variation (C.V.) of x from 0.17 to 
1.03. Five artificial populations (nos. 13 -17), 
generated from lognormal and gamma distributions, 
are aso included. A computer program to draw all 
the ( ) possible samples of a given size n is 
availkble, but we adopte the following scheme to 
save computer time: If < 2000, draw all the 
(ñ) samples from a given x- population and compute 

Ara E(Aras), Ar6 E(Ards) + 
(Exi /N2), etc.; 

otherwise draw 2000 independent simple random sam- 
ples each of size n when n <20, and approximate A 

2000 ra 

by E Aras /2000 
and so on. We selected 1000 and 

500 independent samples for N >100, n =20 and N >100, 
n =50 respectively. For the estimators involving 
g we consider the case g =n only, as the previous 
results indicate that g =n is a good choice. More- 
over, three t- values in the range 0 to 2 (t =0, 1, 
2) are selected as t is likely to lie between 0 
and 2 in practice. 
The values of the ratios ErTá 

Ara , 

E = /AM6 and so on for n -2, 4, 6, o, 12 and 

5iave been computed (Tables will be published 
elsewhere). The differences in the average MSE's 
of the estimators decrease as n increases and /or 
C.V.(x) decreases. Based on these results, we 
draw the following conclusions: (1) For n >2, 
is preferable to since is substantially 
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greater than 1, for t =0, 1 and for 
t =2 is >O.95 when C.V.(x) is not too large; the 

gain in efficiency of over is considerable 
when t =0. (2) and are consistently 
greater than 1 so ?hat is more efficient than 

; the gain in efficiency generally increases 
with t when n >2. (3) E 

8g>1 
for t =1, 2 and 

for t =0, E close to 1 excepting 
fbrapopulation 10 when The gain in effi- 
ciency of 1T over J is substantial for t =2, es- 
pecially when n and C.V.(x) >0.75. (4) E 
when t =0 and E are significantly largerrtEan 1; 

for t >l, E lut close to 1 when t =1. The gain 
in efficiency of over T could be as high as 
20% when t 2 and a =0. However, when a is sig- 
nificantly different from 0 and mnay strata em- 
ployed, the approximately unbiased or wholly 
unbiased 'separate' ratio estimators are prefer- 
able to r (Hutchison [3]). (5) Yj could lead to 
small gains in efficiency over yQ. Moreover, the 
absolute bias of is generally smaller than that 
of especially for small N. (6) <1 for all 
t when n =2 or for t =1, 2 when n >2; for t =0 
and are close to 1, excepting the population 
10. Moreover, as Beale has pointed out, could 
occasionally take negative values when all sample 
pairs (yi,x.) are positive, whereas y is always 
positive. he conclusions (1) -(4) are in agree- 
ment with previous analytic results under a gamma 
distribution for x. 

3. ESTIMATION OF MSE(ÿr): We turn now to the 
performances of v1, v2 and v3 as estimators of 

The results obtained here are equally 
ap$licable t2 the estimators of MSE(r) but only 
X v2 and X v3 are relevant as X is usually 
unknown when estimating ratios. 

The average bias of vi as an estimator of 
MSE(yr) is given by 

B(vi) = {vi- MSE(yr)} Biaa2 (say), 

i = 1, 2, 3, where Bia and Bib are given in Appendix 
2. The values of Bla and for n =2, 4, 6, 8, 

12, 20 and 50 have been computed. Based on these 
results, a major result is that both and v2 
(t>0) underestimate MSE(ÿr) whereas v3 (with g =n) 
overestimates MSE(ÿr) for all t; v2 leads to over- 
estimation when t =0 and a =0 (this conclusion is in 
agreement with the analytic result under a gamma 
distribution for x). Other conclusions are: 
(1) IB2dI is smaller than for t <1 but the 
difference is small for t especially when n >4; 
the comparison between 

I 
and is not 

clear cut. IB36I is substantially smaller than 
for t=2. 

36 
(2) v or v2 is preferable to 

with respect to the absolute bias. 
The stabilities of the estimators v may be 

judged by comparing their average MSE's. To sim- 
plify the algebra, we assume that the errors u, 
are independently and normally 2istrib}Rted, and 
use the measure cE[ i- cEv 
(cMSE ÿr) +(eMSE rather than cE[vi_MSE(ÿ 
but the conclusions are not likely to be different 
fEom the latter Let ¡E[v, -cMSE 
a +a 

6M. 
and 

=a E(Mias) ) 

+d 2E(Mi6s). The formulae for 
M' , M' 

and 
s 

Mills 
will be published elsewhere. The values of 

M. , 

and M.6 for n =2, 4, 6, 8, 12, 20 and 50 
have been computed. On the basis of these results 
we draw the following conclusions: (1) is 



smaller than M which in turn is much smaller 
than M 

a 
and a2simílar pattern for M2 

6 
and 

M far all t, especially for smaller n ana for 
plations with large C.V.(x). (2) is 

smaller than for all t but the difference is 
small for t =0 ad 1, when n >20. (3) Mix is 
smaller than 

M26 
for t =0 and 1, but larger 

for t =2; Mi6 is slightly smaller than M for t =2. 
The resultt on and v2 are in agreelmedt with the 
analytic results under a gamma distribution for x 
(no analytic result on the average MSE of v3 with 
g =n is available). 
4. CONCLUDING REMARKS: Our results are immedi- 
ately applicable to single -stage cluster sampling 
within strata, provided simple random sampling and 
'separate' ratio estimators are used. We simply 
replace the variates y. and x by the cluster to- 
tal Y and the cluster size Mi respectively 
(1= 1,...,N). Cochran [1, p.256] proposed a model 
of the form (1) for cluper sapling: Yi- 

a 
with E(uiIMi) =0 and E(uiIMi) =M1 g, g >0, where g 
is likely to lie between 0 and 1 which corresponds 
to our t between 1 and 2. Our results on estima- 
tion of are also applicable to sub -sampling of 
clusters. If ¡4 denotes an unbiased estimator of 
the cluster meas Y., the ratio estimators are as 
before provided y.land xj are replaced by 
and M respectively. Tñe between- cluster compo- 
nent of the MSE is the same as the MSE in 
single -stage cluster sampling. Consequently, the 
comparisons in Section 2 provide guidelines for 
the choice of a ratio estimator even when the 
clusters are sub -sampled. The variance estimators 
vi, v2 and vq are applicable to sub -sampling pro- 
vided the clusters are selected with replacement 
or n/N is negligible, but their properties remain 
to be investigated. 

If one uses the naive estimators ignoring the 
design effect and the model (1) with a gamma dis- 
tribution for x is valid, the average MSE's would 
be independent of the sample design and, conse- 
quently, the previous analytic results for simple 
random sampling remain valid. However, the model 
(1) may not be realistic for some of the sample 
designs. For instance, with stratification it may 
be more reasonable to assume different intercepts 

and /or different regression coefficients 
between strata. Similarly, a model of the form 
(1) with correlated errors is more realistic 
when systematic sampling is employed. 
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TABLE 1 Description of x- population 

Pop. 

no. 
Source N 

1 [1], p.204 10 

2 [7], p.131 176 
3 [13], p.159 43 

4 [7], p.127 128 
5 [12], p.256 89 

6 [7], p.178 108 
7 [11], p.61 35 

8 [7], p.228 80 

9 [7], p.228 80 
10 [4], p.625 270 
11 [1], p.156 49 
12 [1], p.183 34 

13 [8] 50 

14 [8] loo 
15 [8] 200 
16 [8] 100 
17 [8] 200 

C.V.(x) 

eye est. wt. 0.17 
of peaches 
length of timber 0.42 
no. persons in 0.45 
a kraal 
no. persons 0.60 
no. villages 0.61 
in a circle 
geographical area 0.69 
area under 0.71 
crops and grasses 
capital and output 0.75 
no. workers 0.95 
no. dwellings 0.99 
size of cities 1.01 
no. 'placebo' 1.03 
children 
lognormal 0.73 
gamma 0.79 
gamma 0.82 
lognormal 0.82 
lognormal 0.85 

APPENDIX 1: Formulae for the coefficients in the 
average MSE's of ratio estimators. 
The average MSE of ÿr, under the model (1), is 

given by a(xt) 

- + a2E(Aras) + aEE(Ards) 
N 

N 
where (xt)p = Exi, E denotes the expectation over 

all possible samples of a given size, and the 
coefficients Ar , A are given below. Similar 
notation is useeasforrtRe other estimators , 

and ¡T. 
CTassmcal ratio: 

N2Aras (COs - N)2 

N2Aras 
= -2) 

where 

(xt) s a0s = (x)p /(x)s. 





FERTILITY AND INCOME IN CANADA 

N. Baskara Rao * 
Department of Sociology, University of Alberta 

The main objectives of this study are to 
examine: i) the relationship between fertility 
and income using both time series and cross 
section data, ii) the extent of this relationship 
in Quebec and Ontario which have high proportions 
of Catholic and Protestant population respectively 
and iii) certain problems in the comparability of 
the time series and cross section as well as the 
micro and macro relationships. 
Data and methodology: 

The variables used in the time relationship 
are TFR (total fertility rate) and per capita 
personal disposable real income. Total fertility 
rates are from the Vital Statistics Reports and 
the income figures are from the National Accounts 
Reports. Personal income refers to the gross 
national income that accrues to the personal 

sector of the economy which is different from the 
government and the investment sectors. Time 
series analysis is restricted to the period 1926- 

64. Cross section data are from the census and 
they consist of the number of unmarried children 
less than age 25 and staying at home, and the 

earnings (wages & salaries) of families. 

For the time series relationship fertility 
rates, lagged by one year, are regressed on 
income. The estimating equation is of the follow- 
ing form: 

Yi = a + + (1) 

where, Yi = Total fertility rate for year 

Xi Personal per capita real income for 
i year 

U. error term 

i=1,2. . . . T 

and a & b are the estimated parameters. 

Presence of autocorrelation In the residuals (U.) 

was evaluated through the Durbin -Watson test an/I 

in all cases it was necessary to transform the da- 
ta in order to reduce the extent of autocorrelatlon. 
Transformation of data was done as follows: 

Yt - r (2) 

- r Xt 
-1 

N N 
where, r Ut 

/ -1 
t =2 t =2 

The estimated parameters used in our discussion 
are from the regression equation fitted to the 
new series of values, X' & Y' and in all cases 
autocorrelation is not tignificant either at 5% 
or 1% level. We have tried to evaluate the 
presence of heteroscedasticity by using the 
approximate method of examining whether there is 

any systematic variation in the range of the 
residuals ordered according to income or time. 
We find that the range of the residuals does not 
show any systematic variation with time or the 
level of income. Due to fewer number of observ- 
ations regression analysis could not be done for 
the cross section data. 
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Time series relationship: 
In Canada, income started declining from 1928, 

reaching the lowest level in 1933. The period 
1934 to 1964 is generally one of rising income. 

1927-37 and 1959-65 are periods of declining 
fertility. During 1937 and 1959, the period of 
baby boom, fertility rose by about 49%. 

Because of the nature of the trend in ferti- 
lity and the possible effects of war, the period 
1926 -64 is divided into four sub- periods: 1926 -39, 
1940 -45, 1946-57 and 1958 -64. Since TFR is allowed 

to lag by one year, the corresponding subperiods 
are 1927-40, 1941 -46, 1947 -58 and 1959 -65. We 
have fitted a single equation for the whole period 
using dummy variables in such a way as to estimate 
the parameters separately for each of the sub - 
periods. 

Table 1. Estimated relationship between fertility 
and income, Canada 

Period Slope Coefficient Correlation 

1926 -39 +1.342* +0.517 
(0.773) 

1940 -45 +0.510 +0.138 
(1.153) 

1946 -57 +2.318** +0.7$3 

(0.942) 
1958 -64 -4.984** -0.759 

(1.526) 

* Significant at .05 

** = Significant at .01 

Standard errors are given within brackets 

One would normally expect that births would 
increase during favourable economic conditions and 
decrease during unfavourable economic conditions, 
thereby, resulting in a positive correlation 
between income and fertility. However, the esti- 
mated relationship (Table 1) is positive during 
1926 -57 and negative during 1958 -64. We will 
examine this inconsistency in the direction of the 
relationship with the help of available data. 

During the late 50's and the early 60's there 
was a moderation in the growth of Canadian economy 
(Economic Council of Canada, 1964: 7-53). This is 

indicated by the extent to which the actual growth 
rate falls short of the potential growth rate. The 
potential growth rate refers to'a calculated meas- 
ure of the total volume of production consistent 
with reasonably full and efficient use of the 
economic resources available to a nation' (Economic 

Council of Canada, 1964: 31). During 1957-63 
actualgrowth in output consistently fell short of 
the potential growth. 

Statistics on unemployment show similar 

slackening in economic activity. A growing econ- 
omy requires that at least 97% of the labour force 
be employed. During 1946 -54 unemployment rate 

* The author gratefuly acknowledges the help 
received from Professors Karol J. Krotki, P. 
Krishnan, Frank Roseman, John Forster & Vic 
Matthews. 



went beyond the 3% level only twice, while during 
1954 -64 it was always higher than 3 %. During 
1958-64 the average unemployment rate was about6 %. 

Table 2. Annual average unemployment rates, Males, 
Selected age groups, Canada 

Age groups 1950 -53 1954 -57 1958 -61 1962 -65 

14 -19 6.7 9.8 15.9 12.7 
20 -24 4.8 7.2 11.8 8.3 
25-34 2.8 4.4 7.5 4.9 
35 -44 2.4 3.6 6.0 4.2 
14 + 3.2 4.8 7.9 5.7 

Source: Averages calculated from the annual 
unemployment rates in Sylvia Ostry, 

Unemployment in Canada 

The extent of unemployment was quite high among 
the younger age groups. The duration of 
unemployment also increased. In 1958 -65 an 
average of 33% of the total unemployed were 
seeking work for a duration of four months and 
above, as against only 24% during 1950 -57. 

Table.3. Proportion of owned dwellings, Canada 

Year Dwellings 
owned total 

1941 56.6 100 
1951 65.6 100 

1961 66.0 100 
1966 63.1 100 

Source: Census of Canada, 1941, 51, 61 & 66 

Table 4. Per cent changes in median income 

(constant dollars) of non -farm families 
by age of head, Canada 

Period 

<25 25 55 -44, 

1951 -54 17.4 17.5 13.7 
1954 -57 5.1 10.0 7.9 
1957-59 3.2 2.5 6.9 
1959 -61 -0.3 

. 5.9 8.8 

Source: Per cent changes calculated from data 
in Podoluk, J.R., Incomes of Canadians, 
1968 

Table 5. Average holding of 'total selected 
assets' by income groups among non -farm 
families and unattached individuals, 
Canada 

Income Average holding of assets in dollars 

($) 

1187 3277 3081 
1 -1999 1332 4459 4465 
2 -2999 1277 5394 4657 

408 

Table 5. (cont'd) 

Income 

($) 

3-3999 1093 
-4999 1910 

5 -6999 2281 

7-9999 4598 
10,000 + 12468 

5947 5145 
8461 7171 

10529 8906 
10763 

14796 13240 

30373 25043 

Source: DBS, Income, Liquid Assets and Indebt- 
edness of Non -farm Families in Canada, 
for the years 1955, 1958 and 1963. 

Note: For 1963 and for the income group 
5000 -6999, average holdings refer to 
income groups 5000 -5999 and 6000 -6999. 

ii) Total selected assets are: a) current 
savings deposits with chartered banks, 
savings deposits in post office sav- 
ings banks, insurance companies etc. 
b) government of Canada bonds, public 
utilities, municipal and provincial 
bonds, industrial and corporate bonds; 
c) mortgages and agreements of sale 
on residential and other types of 
property; d) loans to other persons 
and e) estimated market value of 
owner occupied homes (1955 figures do 
not include this item). 

Data on family income, ownership of dwellings 
and asset holdings also indicate that the econ- 
omic conditions as experienced by the families 
during the later post war years were relatively 
unfavourable. Though family income Increased 
between 1951 and 1961, most of this increase was 
confined to the period 1951 -57. If the rise in 

income is sufficient enough to keep pace with 
the rising aspirations among the people, one 
would normally expect an increase in the holding 
of assets like houses, government bonds etc. 
Ownership of dwellings increased substantially 
during the 40's, it was more or less stable in 

the 50's and decreased slightly during 1961 -66. 
Similarly, the average holding of other types of 
assets declined sharply during 1958 -63. This is 

so in most of the income classes. 
Women who were at their prime reproductive 

ages in the late 50's and the early 60's gener- 
ally spent the early part of their life during 
a period of economic prosperity. They might 
have had high expectations regarding their stan- 
dard of living quite in keeping with their child- 
hood experience. High expectations on the one 
hand and a relatively unfavourable economic 
climate on the other might have contributed at 
least partly to the decline in TFR since 1959. 
However, the evidence presented here in support 
of a positive relationship between fertility and 
income in Canada cannot be considered as conclu- 
sive. It would have been better if we had 
comparable data on the socio- economic charact- 
eristics of individual families for the pre war 
period as well. These data are hard to obtain. 
Secondly, better indicators will be needed to 
measure the economic burden of the families at 



various points in time. It may be mentioned 
here that the behaviour of personal income 

during the post war recessions was different 
from that during the depression of the 30's. In 

recent times the share of transfer payments (e.g. 

unemployment compensation payments) in personal 

income increased considerably, thereby making 

personal income less sensitive to economic 
fluctuations. Perhaps, a single indicator or 
variable may not explain the variations in 

fertility for both the pre war and the post war 
periods. Further, the variations in TFR are 

due to the changes in the proportion married, 
completed family size and in the age pattern of 

childbearing and it is important to know how 

these components are related to the changes in 

the economic conditions. 
Cross section relationship: 

Cross section data available in the census 

consist of the number of wage earning families 
cross classified by the number of children 
(less than age 25, unmarried and staying at 

home at the time of enumeration), income (wages 
and salaries) of the family and the age of head. 

Wage earning families constitute approximately 

two -thirds of the total number of families and 
most of them are husband and wife families. 
Since data on the number of children living 
are available only for 1941 (not for 1951 and 

1961) we had to use, for the sake of compara- 
bility, the number of unmarried children staying 
at home which will differ from the actual family 
size. However, when we take into consideration 
only those families where the age of head is 

less than 45, the difference between these two 
indicators of family size is negligible as can 
be seen from the 1941 census data. Secondly, 

from the 1941 data and from other evidence 
(Henripin, 1968: 282 -83) we find that the direc- 
tion of the income- fertility relationship is the 

same whether we use the number of children 
living or the number of unmarried children stay- 
ing at home. 

Table 6 shows the relationship between 
family size and income at specified age groups. 
The reduction in family size for all income 

groups in the 35-44 age group in 1951 as com- 
pared to 1941 can be attributed to the postpone- 
ment of births also resulting in a smaller 
completed family size. That is, the 1907 -11 and 

the 1912 -16 birth cohorts who were in the 40 -44 
and 35 -39 age groups in 1951 had to face econo- 
mic difficulties at the time of their prime 
childbearing periods and consequently they had 
less time available for a possible recovery of 
births. 

Using the differentials given in the table 
we can make a crude comparison of the extent and 
the direction of the relationship. During 1941- 
61 there seems to be a weakening of the negative 
relationship as well as a reversal to a positive 
relationship. For example, in 1961, the group 
less than age 25 shows a more consistent posit- 
ive relationship. However, it is difficult to 

conclude that these cohorts will show the same 
positive relationship when their family size is 

completed. It may be that among the recent 
cohorts, earlier childbearing is more common 
in the higher income groups as compared to the 
lower income groups, thereby showing a positive 
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relationship at a point in time. In the absence 
of data on the differences in the timing of 

births among the various income groups it is 

difficult to comment on a possible reversal 
from a negative to a positive relationship bet- 
ween completed family size and income. 

Table 6. Average number of children(per 1000 
families) according to income and age 
of head, wage earning families, Canada 

1941 

Income Age 

(s) 35 -44 

1951 

Income Age 
(s) 35 

< 450 

450 -949 
950 -1449 
1450 -1949 
1950 -2949 

2950 -3949 

3950 -4949 
4950 + 

All income 

groups 

Differ- 
entials 

1506 
1305 

1182 

1169 

1134 

1115 

1204 
1369 

1259 

-9% 

2938 
2661 

2417 

2190 
1969 
1810 
1850 
1938 

2413 

-34% 

500 
500 -999 

-1449 

1500 -1999 

2000 -2499 
2500 -2999 
3000 -3999 
4000 -5999 
6000 + 

1494 2671 

1598 2819 

1541 2695 

1398 2464 
1400 2305 
1422 2225 
1427 2098 
1455 1949 
1614 2005 

1437 2306 

+8% -25% 

1961 

Income 

($) 

947 

Age 
25 -34 35 -44 

<2000 2109 3111 

2000 -2999 882 1982 2854 
3000 -3999 896 1932 2747 
4000 -4999 943 1948 2654 
5000 -5999 954 1972 2606 
6000 -6999 957 1982 2554 
7000 -9999 1037 2042 2543 
10,000 + 1114 2230 2679 

All income 

groups 917 1971 2706 

Differ- 
entials +18% +6% -14% 

Source: Census of Canada 1941, 1951 & 1961. 

Differentials: Change in the average number of 
children in the highest income 
groups as compared to that in 

the lowest income group, 
expressed as per cent of the 
latter. 

Quebec and Ontario: 
The general trends in income in Ontario and 

Quebec are similar to those for the country as a 

whole. Throughout the period of study, the 
income level was lower in Quebec. In the case 

of fertility there are significant differences 

between these two provinces. During 1937-59, the 

period of baby boom, TFR in Ontario rose from 
2161 to 3773 or by 75 %. In Quebec on the other 

hand the increase was only 20%, i.e., from 3268 
to 3928. During 1926 -37 and 1959 -65 the decline 



in fertility was more rapid in Quebec. As a 

result of this differential rate of change, TFR 
in Quebec was 4% less than that of Ontario in 

1965 though it was 58% higher in 1926. 

Table 7. Estimated relationship between fertility 

and income, Ontario & Quebec 

Ontario 

Period Slope Correlation 

1926 -39 1.559- +0.614 
(0.796) 

1940 -45 2.501* +0.440 

(1.517) 
1946 -57 2.289** +0.639 

(0.915) 
1958 -64 -4.525** -0.873 

(1.396) 

Period Slope Correlation 

1926 -39 2.200 +0.543 
(0.795) 

1940 -45 1.322 +0.384 
(1.962) 

1946 -57 1.142 +0.509 
(1.030) 

1958-64 -4.948 ** -0.867 
(1.209) 

* Significant at .05 

= Significant at .01 

Standard errors are given within brackets 

The negative relationship in both Ontario 
and Quebec during 1958 -64 has to be interpreted 

in the light of the observations made earlier 
regarding the slackening of economic activity 
since the middle of 1950's. Unlike in Ontario, 

during 1940 -57 the relationship is notsignific- 
ant in Quebec. It may be noted that at the 
start of the baby boom TFR was relatively high 
in Quebec. In 1937 the year of very low ferti- 
lity, TFR in Ontario was 2161 while in Quebec it 

was 3268 or about one and a half times larger 
than the former. In other words, the historic 
transition from high to low fertility was 
achieved much earlier in Ontario than in Quebec. 
During 1940's along with the rise in income, 
Quebec experienced certain social changes, like 
the rapid increase in urbanization and enroll- 
ment in schools, the weakening of the hold of 
religion on education (Whyte, D.R., 1968) and 

the rise of the middle class more conscious of 
its right to economic security (Guindon, 1968). 
These social changes combined with the relat- 
ively high fertility might have reduced the 
chances of any substantial increase in fertility. 
Most of the increase in TFR which Quebec 
experienced can be attributed to the shift 
toward an younger age at childbearing. In the 
30 -34 age group the family size of the 1922 -26 
birth cohort was 83% complete as against 74% in 
the 1907 -11 cohort. Similar changes can be 
observed in Ontario. However, unlike in Ontario, 
completed family size in Quebec did not show 
any marked increase. For example, in Quebec, 
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compared to the 1907 -11 cohorts, the 1917 -21 and 
the 1922 -26 cohorts enlarged their completed 
family size by 4% and 4.6% respectively. For 
Ontario, on the other hand, the corresponding 
figures are 19% and 30%. 

The Cross section data show that in 
Ontario during 1941 -61 there was a slight 
reversal from a negative to a positive relation- 
ship between income and family size at specified 
age groups. In Quebec on the other hand even 
though the negative relationship had weakened, 
there was no such reversal toward a positive 
relationship. Further research on fertility 
differentials by education, occupation, rural - 

urban residence etc. in the provinces may throw 
some light on the relationship between the stage 
reached by certain population in the demographic 
transition and the nature of the relationship 
between fertility and socio- economic factors. 
Time series and cross section, 
micro and macro relationships: 

There seems to be some "discrepancy" between 
the positive time series relationship on the one 
hand and the shift from a negative to a positive 
cross section relationship on the other. 
Previous studies on the relationship between 
fertility and income have, with a few exceptions, 
shown positive time series and negative cross 

section relationships. For our discussion here, 
cross section data will mean the distribution of 
families by income and the number of children, 

and the time series data refers to the mean 
income and family size of a population for a 

series of time points. In the former there is 

individual correspondence between income and 
family size while in the latter we do not know 
whether there is such a correspondence (i.e., 

whether those who increased their family size 
were the same who experienced an increase in 

income as well). If there is no individual 

correspondence in the time series (aggregate) 
relationship how do we explain the reproductive 
behavior of the individuals on an average? In 

a way the cross section -time series "discrepancy'; 
interpretation of a macro relationship (or the 

consistency between the micro and the macro 
relationships) and the identification of the true 
relationship seem to be related to one another 
(Chipman, 1957). In the following paragraphs we 
intend to highlight some of these problems. 
Specification bias: 

Time series and cross section findings can 
differ with respect to the direction and magni- 
tude of the relationship as a result of excluding 
a relevant independent variable. Let us assume 
that the true relationship is of the following 
form (using deviations from the mean): 

Y = + ß2X2 (3) 

where, Y = fertility (total fertility rate or 
family size), 

X1 = income 

X2 = education (number of years of 

schooling) 
In the estimating equation let education be 
ommitted, then 

Y = 

Since Y is influenced by both X1 and X2, 

(4) 



b= + $2 a 

where, 
a = X2/ 

The bias in 'b' a result of excluding X2 is 

given by the terms other than $2 is a 

measure of the effect of the left out variable on 
Y, and 'a' or the auxiliary coefficient refers 
to the covariation between the included and the 
excluded variables. In other words, in (4) 

income captures the influence of education (on 

fertility) and the extent of this influence is 

determined by the auxiliary coefficient. In (4) 

we have the unconditional effect (direct effect 
of income as well as the indirect effect of 
education through income) of income on fertility, 
while in (3), measures the conditional 

effect, i.e., the effect of income on fertility 
given that education is held constant. 

The sign of 'b' depends on the algebraic 
size of the quantity $2 a . Let us suppose 

that fertility and education are negatively 
related, while fertility and income, income 
and education are positively related. And we 
fit equation (4) to both time series and cross 
section data. In this case the positive 
covariation between education (number of years 
of schooling) and income will be larger in the 

cross section than in the time series data. 
Because of this, the auxiliary coefficient will 
be larger in the cross section data. Given 
positive income effect ( +ßl) and negative 

education effect ( -B2) a larger value of 'a' 

(in cross section) can result in 'b' having a 
negative sign in the cross section relationship 
and positive sign in the time series relation- 
ship. In general, the way in which certain 
variables are operationalized and the extent of 
variability in the variables (or indicators) can 
be such that the cross section and time series 
findings may not be consistent with respect to 
the magnitude and the direction of relationship. 

There are certain situations where it is 

difficult to specify the theoretical relation- 

ship in the time series data. Let us take for 
example, the interrelationship among the 
opportunity cost of bearing and rearing children, 
husband's income, wife's ability and willingness 
to earn income and family size. It is difficult 
to specify this interrelationship in a time 

series equation. One may argue that these 
variables represent certain characteristics of 
the individuals which are not strictly 
comparable to the macro variables generally 
used in the time series. equation. Theoretically, 
the variables that influence the individual 

family size are the same whether we analyse the 
data cross sectionally or over time. The 
problem here is one of identifying the theoret- 
ical relationship given certain type of data. 
Consequently there are some difficulties when 
we try to interpret the statistical relationship 
in order to explain and predict the reproductive 
response. Instances are not rare when cross 
section equations are used to predict changes 
in fertility over time. Similarly, from time 
series relationship inferences are drawn about 
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differential fertility among couples with varying 
levels of income. Let us briefly examine these 
aspects. 

It is reasonable to assume that the relatio- 

nship between, say, income and family size is 

determined by the individual decision making 
units. Through cross section and time series 
equations we seek to understand what this indiv- 

idual relationship (on an average) is like. 

Each couple or family has a tendency to change 
(increase) their family size given certain 
change (increase) in their income. This relative 

change in family size and income can be called 

individual elasticity which is equal to or 

greater than zero. Now, the distribution of 
family size (according to income) at a point in 

time can be considered as a function of the ini- 

tial distribution of income among the couples, 
individual elasticity of demand for children and 

the rate of increase in income in the past. If 

the poor have higher elasticity than the rich, 
an unit increase in income will result, at a 

point in time, in a larger family size for the 

poor as compared to the rich. The continuation 
of this negative cross sectional relationship at 

successive points in time will depend on the 

extent of the difference in elasticity (between 
the rich and the poor) and in the rate of in- 

crease in income. However, mean income and 

family size may both increase over time. This 
positive time series relationship per se does not 

indicate whether the elasticity is higher or 

lower among the poor as compared to the rich. 
This is because of the lack of individual corres- 
pondence between changes in income and family 

size. For the same reason, given the positive 
time series relationship, it is not necessary 
that the poor and the rich should have small 
and large family size respectively. 
Aggregation bias: 

The lack of individual correspondence in the 

time series relationship poses some problems in 

interpreting the relationship. The question is 

whether the degree of the relationship estimated 
from the time series data can be interpreted as 
the response of the couples (on an average) to an 

increase in income. That is, whether the macro 
(time series) slope is equal to the mean of the 
micro slopes or individual elasticities. Aggre- 
gation of individual or micro functions is diff- 
erent from a function fitted to aggregate vari- 
ables. In time series equation only aggregate 

variables are used. It has been shown elsewhere 
(Allen, 1956, 694 -722; Brown, 1965: 145 -161) that 

given unequal micro slopes (elasticities differ 
among the couples) the macro slope'b' can be 

equal to the mean of the micro slopes ( b. I /N) 

only when the income distribution is constant 
during the period. In the case of systematic 
changes in income (i.e., those couples with aty- 
pical elasticity experience violent changes in 

income) the macro slope is equal to the mean 
of the micro slopes plus some bias which is 

called aggregation bias. As a result of this 
bias the macro slope can underestimate or over- 
estimate the mean of the micro slopes. If a 

section of the population has a high rate of 
growth in their income, the macro slope is more 
likely to reflect the fertility experience of 
this particular group. So far we have assumed 



that the differences in the elasticities (bet- 
ween the rich and the poor) are constant over 
time. If they change, which is quite likely, 
there is the additional problem of identifying 
the 'changing structure'. 

We do not argue that the cross section 
studies are superior to the time series or vice 
versa. The point is that the type of data used 
and the way in which the variables are measured 
and classified have certain implications for 
explaining and predicting the reproductive 
behavior. And our discussion of income- fertility 
relationship has to be viewed in the light of 

these problems. 

REFERENCES 

1. Allen, R.G.D., Mathematical Economics, 1956, 
694 -722. 

2. Basavarajappa, K.G., 'The Influence of 
Fluctuations in Economic Conditions on 
Fertility and Marriage Rates, Australia, 1920- 

21 to 1937 -38 and 1946 -47 to 1966 -67', 
Population Studies, 1971, 25(1). 

3. Becker, Gary S., -"An Economic Analysis of 
Fertility" in National Bureau of Economic 
Research, Demographic and Economic Change in 

Developed Countries, 1960. 
4. Bird, R.C. et al., " 'Kuznets Cycle' in 

Growth Rates: The Meaning', International 

Economic Review, 1965:6. 
5. Blake, Judith, 'Are Babies Consumer Durables? 

A Critique of the Economic Theory of Repro- 
ductive Motivation', Population Studies, 1968: 

22(1). 
6. Brown, M.T., Specification and Uses of 

Econometric Models, 1965: 145 -161 

7. Charles, Enid., The Changing Size of the 
Family in Canada, 1941. 

8. Chipman, J.S., The Review of Economics and 
Statistics, 1957: 39(2), 233 -235. 

9. Cho, Lee -Jay, et al., Differential Fertility 
in the United States, 1970. 

412 

10. Easterlin, R.A., Population, Labour Force and 
Long Swings in Economic Growth, 1968. 

11. Economic Council of Canada, First Annual 

Review, Economic Goals for Canada to 1970, 
1964 

12. Guindon, Hubert, 'Social Unrest, Social Class 

and Quebec's Bureaucratic Revolution', in 

B.R. Blishen et al. (ed.), Canadian Society, 
1968. 

13. Gujarati, Damodar, 'Cyclical Behaviour of 
Help Wanted Index and the Unemployment Rate', 
The Review of Economics and Statistics, 1969: 

51. 

14. Haavelmo, T., 'Family Expenditure and the 
Marginal Propensity to Consume', Econometrica, 
1947: 15(4), 335 -341. 

15. Henripin, J., Tendances et Facteurs de la 
Fecondite au Canada, 1968, 282 -83. 

16. Kirk, Dudley, 'The Influence of Business 
Cycles on Marriages and Birth Rates', in 

National Bureau of Economic Research, 
Demographic and Economic Change in Developed 
Countries, 1960. 

17. Krotki, K.J., 'Consequences of the Demographic 

Wave in Western Canada', in Card, B.Y., (ed.) 

Perspectives on Regions and Regionalism and 
other papers, 1968 

18. Long, L.H., 'Fertility Patterns Among Reli- 

gious Groups in Canada', Demography, 1970: 

7(2). 
19. Peitchinis, S.G., The Economics of Labour, 

1965. 
20. Simon, J.L., 'The Effect of Income on 

Fertility', Population Studies, 1969: 23(3). 

21. Sweezy, A., 'The Economic Explanation of 

Fertility Changes in the United States', 

Population Studies, 1971: 25(2). 

22. Whyte, D.R., 'Religion and the Rural Church', 

in B.R. Blishen et al., (ed.), Canadian 

Society, 1968. 



ROOT ESTIMATORS FOR THE MEAN OF SKEWED DISTRIBUTIONS 

L. J. Ringer, O. C. Jenkins, and H. O. Hartley 
Texas A&M University 

For a random sample, yi, i = 1, 2, ..., n, 

from a finite population of pize N, the most 
commonly used estimator of Y is the sample mean 
y. In fact, Hartley and Rao [1968] have shown 
that y is the best estimator in any competition 
in which only unbiased estimators are allowed. 

For certain distributions, it may be that 
there is a biased_estimator which in some sense 
is preferable to y. In this paper we examine 
the class of square root estimators when the 
distributions have positive skewness. The mean 
square error (MSE) is used as the basis for 
determining the best estimator. 

Square root estimator. 

Let yi, i = 1, 2, ..., n denote a random 
sample without replacement from a finite 
population of size N, with all y > O. Let 
u = The two competitors for estimating the 
population mean are the usual sample mean 

n 
y = E yi/n 

i=1 

and the square root estimator 

estimator, y, are 

B(y) = - CK2 (1-1/n) 

MSE(y) = C(1 -ñ) {C(1- Á)K2 + [C(1 

+ [2(C -2)(17 
N-1) + 

- 4(ñ V(y) 

Note that the bracketed term must be negative 
for MSE(y) to be less than V(y). The MSE(y) 

is_ minimized by choosing C Co where 

[K4 + 2K22 + 2K31] 
= co 

K K4 
22 

K22 
1 . 

For N moderately large, there is little 
loss in looking at limits as N-.. The 
corresponding quantities then become 

y = + lin MSE (y) -ñ){[C(1 2]K4 

where C1 and C2 are predetermined constants. + [C(n +l) - 4]K2 - 4K3K1} + V(y) 

The comparison of the expectations and mean 
square errors of these two estimators will be 
facilitated by the use of the finite population 
cumulants Kr and the sample k- statistics (e.g. 

Wishart [1952]) of u, where 

lim V(y) = {K4 + 4K3K1 + 4K2Ki 

k 
1 
= Eui/n = + + 2K3K1] 

k2 = E(ui-u)/(n-1) . 1 n+1 K2 
4 2 

In terms of the K parameters of the 
distribution of u 

- Ñ)[K4 + + 4K211] 

2 

N K22 

which, since E(y) = Y, is also MSE(y). 

Let us first consider the special case, 
+ C2 = 1, so that the estimator becomes 

; = (1 -C)7 + 

(1 -0 k2 + k2 

Then, the bias and mean square error of the 
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It can be shown that for any distribution for 

which the third central moment is positive the 
square root estimator will be more efficient 

than y if and only if 0 < C < 2Co. 

Example distributions for which the square 
root estimator is more efficient. 

It should be apparent that both C and 

R = MSE(y)/V(y) are not affected by changes in 
the scale of the observations. Therefore, in 

the discussion to follow the scale parameters of 
the distributions were set equal to one for 
simplicity. 

To illustrate the usefulness of the square 

root estimator three families of distributions 

were examined, ranging from a fairly symmetric 
gamma distribution to a highly skewed Pareto 
distribution. The specific distributions are: 



Family 

Gamma 

Wishart 

Pareto 

Form 

l3y 
ly2 -y 

y e 

Curve Number 

1 

2 

3 

4 

5 

6 

7 

8 

y2 9 

2y 
-3 

10 

3y4 11 

4y5 12 

5y-6 13 

For sample sizes n 2(1)20. the maximum 
value of C( =2C ) and the value of R at C C 

are given in Table 1. 

Two points are obvious from the table. 
First, the efficiency of the square root 
estimator decreases with increasing sample size. 
Hence, the square root estimator would be 
appropriate only for small samples. Secondly, 
for a given value of n, a particular value of C 
will give near optimum results for a wide class 
of distributions. Consequently, it is not as 
important to know the exact distribution of 
yi(ui) but knowledge of the general shape of the 
frequency distribution should be sufficient. 

General square root estimators. 

If we allow C1 and C2 to be arbitrary 
constants we find 

C 

B(y) - ñ)K2+(1-C1-C2)K11] 

V(y) = V(k2) + (C1 C2)2 V(k ) 

+ 2C1(C1 + Cov(k2, 

where 

V(k2) Ñ]K4 
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V(kl) K4 
n 

K31 + 4K211] 
n 

+ 2{ (n 1 

)n(n-1) N(N-1)] 

n(N-1) 

Co v(k, k2) K4 - K22 + 2K3K1] 

so that 

MSE(y) = V(y) + IB(y)]2 

and the optimal values of the coefficients are 

DE1 BE2 
Cl 

AD 

BE1 

AD - B2 

where 

E1 = (K2 + K11)2 

K 

E2 (K2 K11) K11) 

A (nl)2V(k2) + V(k ) + 2(nñl)Cov(k2,ki) +E1 

B V(k ) + Cov(k2, ki) + E2 

D V(k ) + + 
K11)2 

The values of the optimal coefficients for 
the distributions considered earlier are given 
in Table 2. In this case, the values are 
dependent on the form of the distribution. The 
efficiency ratio of the square root estimator 
for optimal values of C1 and C2 will always be 
better (smaller) than the efficiency ratio for 
optimal C under the restricted situation. 
However, for general C1 and C2, the knowledge of 
the form of the distribution is much more 
critical for near optimal results. 

Conclusions. 

A marked gain in efficiency over the 
sample mean may be obtained, for small sample 
sizes, by using the square root estimator 

y = (1 -C)y + Cu. While the value of C depends 



on the sample size and distribution type, for 
a given n a particular value of C can be 
determined which will give near optimal results 
over a wide class of distribution types. 
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TABLE 1. VALUES OF C POR < v(ÿ) POR THIRTEEN DISTRIBDTIOWS; n 2, 20 

n:2 3 4 5 6 7 8 9 10 11 12 13 14 16 17 18 19 20 

* *.96 .96 .96 .97 .97 .97 .98 .98 .98 .98 .98 .98 .98 .99 .99 .99 .99 .99 .99 
*2.74 2.06 1.66 1.38 1.18 1.04 .92 .82 .76 .70 .64 .60 .56 .52 .49 .46 .43 .41 .39 

.94 .94 .95 .96 .96 .96 .97 .97 .97 .97 .98 .98 .98 .98 .98 .98 .98 .98 .98 
2.77 2.08 1.67 1.39 1.19 1.04 .93 .83 .76 .70 .64 .60 .56 .52 .50 .46 .44 .42 .40 

.92 .92 .93 .93 .94 .95 .95 .96 .96 .96 .96 .97 .97 .97 .97 .97 .98 .99 .99 
2.83 2.13 1.70 1.42 1.22 1.07 .95 .85 .78 .71 .65 .61 .57 .53 .50 .47 .45 .43 .41 

.84 .84 .86 .87 .88 .90 .91 .91 .92 .93 .93 .94 .94 .94 .95 .95 .95 .95 .96 
2.98 2.23 1.79 1.50 1.29 1.13 1.01 .91 .83 .76 .70 .65 .61 .57 .54 .51 .48 .46 .43 

.73 .73 .75 .77 .79 .81 .83 .84 .85 .86 .87 .88 .88 .89 .90 .90 .91 .91 .91 

4.00 3.00 2.45 2.08 1.81 1.61 1.45 1.32 1.21 1.12 1.04 .97 .91 .86 .81 .77 .73 .70 .67 

.67 .67 .69 .72 .74 .76 .78 .80 .81 .82 .84 .84 .85 .86 .87 .87 .88 .89 .89 

4.00 3.00 2.46 2.10 1.85 1.65 1.49 1.35 1.25 1.16 1.08 1.01 .95 .90 .86 .82 .77 .74 .71 

.57 .57 .60 .63 .66 .68 .71 .73 .75 .76 .78 .79 .80 .81 .82 .83 .83 .84 .85 

4.00 3.00 2.48 2.41 1.89 1.70 1.55 1.42 1.31 1.22 1.14 1.07 1.01 .95 .91 .86 .82 .79 .75 

.40 .40 .43 .47 .50 .53 .56 .58 .60 .62 .64 .66 .68 .69 .70 .71 .72 .73 .74 

4.00 3.00 2.53 2.22 2.00 1.82 1.68 1.57 1.46 1.37 1.29 1.23 1.17 1.11 1.06 1.01 .97 .93 .89 

.28 .28 .33 .36 .39 .42 .44 .46 .48 .50 .52 .54 .54 .55 .57 .58 .59 .60 .62 

5.26 3.85 3.38 3.03 2.79 2.59 2.43 2.29 2.17 2.07 1.97 1.89 1.81 1.74 1.67 1.62 1.56 1.51 1.46 

.22 .22 .23 .24 .26 .27 .29 .30 .32 .33 .34 .36 .37 .38 .39 .40 .41 .42 .43 

6.08 4.56 3.99 3.67 3.45 3.29 3.15 3.04 2.95 2.85 2.77 2.71 2.64 2.57 2.52 2.47 2.41 2.36 2.31 

.35 .35 .36 .37 .39 .40 .41 .42 .44 .45 .46 .47 .48 .49 .50 .51 .52 .52 .53 

7.20 5.40 4.72 4.34 4.08 3.89 3.73 3.59 3.48 3.37 3.28 3.19 3.12 3.04 2.97 2.91 2.85 2.79 2.73 

.45 .45 .47 .48 .50 .52 .53 .55 .56 .57 .59 .60 .61 .62 .63 .64 .65 .66 .66 

10.09 7.57 6.56 5.96 5.54 5.21 4.94 4.76 4.51 4.33 4.17 4.03 3.89 3.77 3.65 3.55 3.45 3.35 3.27 

.51 .51 .52 .54 .36 .57 .59 .61 .62 .63 .65 .66 .67 .68 .69 .70 .71 .71 .72 

12.89 9.66 8.32 7.51 6.93 6.48 . 3.11 5.79 5.51 5.27 5.05 4.84 4.66 4.49 4.34 4.20 4.07 3.94 3.82 

values of C for < 

Optimum value is 4 the listed value. 

**Value of at C0. 

Minimum value of C for which < V(ÿ) is zero in each case. 
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TABLE 2. VALUES OF C1 AND C2 FOR OPTIMUM EFFICIENCY FOR THIRTEEN DISTRIBUTIONS; n = 2, 20 

Distribution n = 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

(1) y3e 

(2) y2e 

(3) yey 

(4) e 

(5) 12 ye 

(6) ey 
(7) 

(8)Zy e 

(9) y 2 

(10) 2y 3(y>1) 

(11) 3y 4(y>1) 

(12) 4y4(y>1) 

(13) 5y6(y?1) 

.89 .92 .94 .95 .96 .96 .97 .97 .97 .97 .98 .98 .98 .98 .98 .98 .98 .98 .98 CI 

.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C2 

.86 .90 .92 .94 .95 .95 .96 .96 .97 .97 .97 .98 .98 .98 .98 .98 .98 .98 .98 C 

.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 

. 80 .86 .89 .91 .92 .93 .94 .95 .95 .96 .96 .96 .96 .97 .97 .97 .98 .98 .98 CI 
.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C2 

.67 .75 .80 .83 .86 .88 .89 .90 .91 .92 .92 .93 .93 .94 .94 .94 .95 .95 .95 Cl 

. 00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C2 

.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C1 

.73 .85 .94 .99 1.03 1.05 1.08 1.09 1.11 1.12 1.13 1.14 1.15 1.15 1.16 1.16 1.17 1.17 1.18 C2 

.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C1 

.67 .82 .91 .98 1.03 1.06 1.09 1.12 1.14 1.15 1.17 1.18 1.19 1.20 1.20 1.21 1.22 1.22 1.23 C2 

.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C1 

.57 .75 .87 .96 1.03 1.08 1.12 1.16 1.19 1.21 1.23 1.25 1.26 1.28 1.29 1.30 1.31 1.32 1.33 C2 

. 00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 C1 

.40 .60 .80 .90 1.00 1.09 1.16 1.23 1.28 1.33 1.37 1.41 1.44 1.47 1.50 1.52 1.54 1.56 1.58 C2 

-1.17 -1.17 -1.18 -1.16 -1.15 -1.14 -1.13 -1.12 -1.11 -1.10 -1.10 -1.09 -1.09 -1.09 -1.08 -1.08 -1.07 -1.07 -1.07 C1 
1.97 2.29 2.49 2.54 2.60 2.64 2.67 2.69 2.71 2.73 2.74 2.75 2.76 2.76 2.77 2.78 2.78 2.79 2.80 C2 

-2.09 -1.48 -1.25 -1.13 -1.06 -1.01 - .98 - .95 - .93 - .91 - .90 - .88 - .87 - .87 - .86 - .85 - .85 - .84 - .84 C1 
3.10 2.56 2.37 2.27 2.21 2.17 2.14 2.11 2.10 2.08 2.07 2.06 2.05 2.05 2.04 2.04 2.03 2.03 2.02 C2 

-2.68 -1.88 -1.59 -1.45 -1.36 -1.30 -1.26 -1.23 -1.20 -1.18 -1.17 -1.15 -1.14 -1.13 -1.12 -1.11 -1.11 -1.10 -1.10 C1 
3.69 2.92 2.64 2.51 2.47 2.37 2.33 2.30 2.27 2.25 2.24 2.23 2.22 2.21 2.20 2.19 2.18 2.18 2.17 C2 

-4.37 -3.25 -2.85 -2.64 -2.52 -2.43 -2.37 -2.33 -2.29 -2.20 -2.24 -2.22 -2.20 -2.19 -2.18 -2.16 -2.15 -2.15 -2.14 C1 
5.39 4.29 3.90 3.69 3.59 3.49 3.43 3.38 3.35 3.32 3.30 3.28 3.26 3.25 3.23 3.22 3.21 3.21 3.20 C2 

-6.01 -4.61 -4.09 -3.83 -3.67 -3.56 -3.48 -3.42 -3.38 -3.34 -3.31 -3.28 -3.26 -3.24 -3.23 -3.21 -3.20 -3.19 -3.18 C1 

7.04 5.64 5.13 4.87 4.71 4.60 4.53 4.47 4.42 4.39 4.36 4.33 4.31 4.29 4.27 4.26 4.25 4.24 4.23 C2 
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PROPOSAL FOR CONTINUOUS, ALPHABETICALLY STAGGERED CENSUS 

David Rothman 

Technical Abstract 

Each inhabitant is given, based on 
initial letters of surname, one of 3650 
reporting dates for every decade. (If 
surname is changed, and new report sched- 
uled x6104.E years after last report,. per- 
son is counted as x/10 people. If 
x next report made 10 years lat- 
er instead.) Ethnic stratification, 
rather than strict alphabetical ordering, 
is utilized to minimize effect of immi- 
gration and internal growth differentials 
on population estimates. Temporary ex- 
actness (twenty months late), the quaint 
pseudo - virtue of one -day head -counts, is 
sacrificed in favor of long -term preci- 
sion and speedier results at less cost, 
since special hires are eliminated and 
peak postal load is reduced. Legislative 
reapportionment will be more timely, 
rather than up to twelve years late from 
present technique. New follow -up methods 
must evolve to supplement address regis- 
ter, but reporting percentage should in- 
crease from improved public consciousness 
of daily census activities. 

History 

Phase I: Generation 

Late 1967 or early 1968: Author con- 
ceives apparently original idea of stag- 
gering census according to letters of 
last name. Idea utilized in a draft of a 
proposed new constitution which achieves 
no more than a limited private circula- 
tion. (At this stage the problems of 
name changes and ethnic differentials are 
unappreciated. To see that the former is 
a problem, imagine a Perpetually Remarry- 
ing Woman. This PRW remarries every 3651 
days in such a way as to report only once 
in her lifetime, unless special rules are 
devised to ensure reporting at least once 
every 101E years. As for ethnicity, if 
the names were simply taken in Alphabetic 
order, then there would be long stretches 
from a single ethnic group, such as "Mc" 
names, leading to bias in population es- 
timates. Thus groups of this nature have 
to be spread throughout each decade.) 
Author can't believe that idea which 
seems so simple and so obviously right 
could possibly be original, so no partic- 
ular effort is made to push what is 
thought of as a minor procedural revision. 

1969: Major New York publishers reject 
manuscript. Author retreats impercepti- 
bly from megalomania. 

Phase II: Appeal to Ad Hoc Power 

14 November 1970: Having read of the ap- 
pointment of the President's Commission 
on Federal Statistics, the author finds 
that one of the members is located in New 
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York City. Author writes letter to Solo- 
mon Fabricant to broach subject of alpha, 
betically staggered census. 

16 November 1970: Dr. Fabricant responds 
to author that letter is being forwarded 
to Daniel B. Rathbun, Executive Director 
of Commission. 

19 November 1970: Dr. Rathbun responds 
to author, saying that copy of letter is 
being sent to Joseph F. Daly, Associate 
Director for Research and Development, 
Bureau of the Census. 

24 November 1970: Dr. Daly responds to 
author, rejecting procedure. 

Date unknown: Author writes to Dr. Daly 
and /or Dr. Rathbun to answer objections. 
(No copy kept by author.) 

13 April 1971: Author writes reminder to 
Dr. Rathbun. 

16 April 1971: Dr. Rathbun responds to 
author, restating objections raised by 
Dr. Daly. 

22 April 1971: Author sends Dr. Rathbun 
a two -page preliminary feasibility study. 
(Ethnicity now appreciated.) 

4 May 1971: Dr. Rathbun responds to 
author again rejecting proposal, quoting 
new rejection from Dr. Daly. Only now 
does author begin to comprehend that crux 
of negative opinion is lack of foolproof 
follow -up analogous to address register 
for present one -day head -count method. 

8 May 1971: Author responds to Dr. Rath - 
bun (copy to Dr. Daly), giving alternate 
follow -up procedures for proposed method, 
such as telephone directories, etc. 

21 May 1971: Dr. Rathbun writes author 
that proposal will be "made available to 
all Commission members...along with other 
methods of improving the census ". 

18 June 1971: Dr. Rathbun writes author 
to suggest "a detailed proposal aimed at, 
say, Congress ". 

1 July 1971: Author writes Dr. Rathbun 
to inquire about Commission support for 
such a proposal. 

12 July 1971: Dr. Rathbun writes author 
that "all available resources have been 
committed ", but no reply yet on "Census 
resources ". 

Phase III : Appeal to Permanent Power 
in Government 

1 September 1971: Author writes to the 
Chairmen of Senate Commerce and House 
Government Operations Committees to in- 
quire as to how to approach Congress. 

3 September 1971: M. Q. Romney, Asso- 
ciate General Counsel, House Government 



Operations Committee, responds to author, 
giving correct committees in House and 
Senate with "legislative jurisdiction 
over the Census ". 

24 September 1971: Author writes to the 
Honorable Thaddeus J. Dulski, Chairmen of 
House Committee on Post Office and Civil 
Service, inquiring how to make proposal. 
Also to Honorable Gale W. McGee, Chairman 
of Senate Committee on Post Office and 
Civil Service. 

29 September 1971: Sen. McGee responds 
to author, and "would be happy to consid- 
er an outline" of proposal. 

30 September 1971: Rep. Dulski responds 
to author, enclosing Congressional Record 
for 14 June 1971 ( "Administration With- 
draws Its Support for a Mid -decade Cen- 
sus") and for 22 September 1971 ("Mid - 
decade Census Proposal Is Still Under Ac- 
tive Consideration "). He explains how 
his "staff has done some research on" the 
proposal, is "informed" about previous 
replies from the government, and is some- 
what negative. He mentions "hearings on 
a mid- decade census program earlier this 
year" held by the Honorable Charles H. 
Wilson, Chairman, Subcommittee on Census 
and Statistics, and mentions subcommittee 
commitment to "this legislation a matter 
of top priority ". He does "not expect to 
schedule...any further hearings during" 
Ninety -second Congress which "would en- 
compass" author's proposal. 

6 October 1971: Author writes to Rep. 
Dulski, answering objections, opposing 
mid- decade census as "a halfway measure 
to meet the goal of updated population 
estimates ", and offering to appear before 
Committee. 

6 October 1971: Author writes to Sen. 
McGee outlining proposal. 

12 October 1971: Rep. Dulski responds to 
author, indicating that letter of 6 Oct. 
has been referred to Rep. Wilson. 

14 October 1971: Sen. McGee acknowledges 
receipt of outline from author, saying it 
will be studied. 

14 October 1971: Sen. McGee sends above 
correspondence to Dr. George Hay Brown, 
Director, Bureau of the Census. 

21 October 1971: Dr. Brown writes Sen. 
McGee explaining why Bureau "cannot en- 
dorse" proposal. Alternative to address 
register now is clearly the central prob- 
lem. 

26 October 1971: Sen. McGee, enclosing 
letter from Dr. Brown, writes author to 
reject proposal. 

1 November 1971: Author writes slightly 
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snide letter to Sen. McGee (copy to Dr. 
Brown) answering objections. 

9 November 1971: Author writes to Prof. 
Charles B. Nat, asking to present paper 
on proposal to Montreal meeting of ASA in 
August 1972. 

9 December 1971: Author writes reminder 
to Sen. McGee. 

16 March 1972: Author reads that Dr. 
Brown will be in New York City on 4 April 
and 13 April, and writes him asking for a 
meeting. 

23 March 1972: Author writes strong let- 
ter to Rep. Wilson asking that certain 
research monies be withheld from the Bu- 
reau of the Census "until Dr. Brown digs 
a bit deeper into the idea of a continu- 
ous census ". 

27 March 1972: Dr. Brown responds to 
author, arranging telephone conversation 
on 4 April. 

4 April 1972: Dr. Brown speaks with the 
author for about 45 minutes. Author 
agrees to inquire about constitutionality 
of proposal, and Dr. Brown agrees to send 
results of informal preliminary studies 
indicating that, without an address reg- 
ister follow -up, as much as 7% of popula- 
tion may be missed. 

4 April 1972: Author writes to Attorney 
General asking for opinion on constitu- 
tionality (copy to Dr. Brown). 

Phase IV: Appeal to Permanent Power 
in Profession 

21 April 1972: Author writes Dr. Nancy 
R. Mann, a member of ASA Census Advisory 
Committee (and former associ ate), to ask 
for opinion. 

15 May 1972: Dr. Mann responds to author 
offering to "inquire further at the next 
advisory comm. meeting in September ", and 
mentioning conversation with Dr. Brown in 
which he indicated "a problem about rede- 
fining census tracts ". 

20 May 1972: Author writes Prof. Leslie 
Kish, Chairman of ASA Census Advisory 
Committee, asking if committee members 
would consider Montreal paper so that an 
"informed discussion" could take place at 
committee meeting in September. 

22 May 1972: Prof. Kish's secretary re- 
plies to author, stating that he will be 
in Yugoslavia until 11 June. 

5 July 1972: An Assistant Attorney Gen- 
eral responds to author, stating that 
legal opinions can only be furnished to 
"the President and heads of the executive 
departments ". 

11 July 1972: Author writes Dr. Brown 



about above response and asks him (or a 
representative) to attend presentation in 
Montreal. 

16 August 1972: Author presents paper at 
Montreal meeting, conjectures that con- 
tinual reapportionment entailed in.this 
system would tend to take redistricting 
procedure out of political arena and into 
professional hands. Session is poorly 
attended (Tukey is major competition). 
In informal discussion after session, 
birthdays and Social Security Numbers are 
rejected as basis for continuous census, 
since only last name is held in common by 
entire family units. 

5 September 1972: Prof. Kish mails form 
to author indicating he will be in 
until about 30 June 1973. 

Status of Protect (22 September 1972) 

None of the four individuals (Sen. 
McGee, Reps Wilson, Dr. Brown, or Prof. 
Kish) with political or professional 
power to push such a proposal is inter- 
ested in doing so. 

The author has seen no report to 
substantiate the claim of a significant 
percentage of omissions due to follow -up 
difficulty. 



DEMOGRAPHIC AND SOCIO- ECONOMIC CHARACTERISTICS 
OF MEDICAL LABORATORY MANPOWER 

Adolph Scolnick, U.S. Bureau of Health Manpower Education 

Introduction 
Information on the demographic characteris- 

tics of medical laboratory manpower has never been 
gathered in detail and on a regular basis even 
though such an evaluation of the current work 
force has long been needed by the medical profes- 
sion, government agencies and other organizations 
in the health field. 

Prior to this survey, made in late 1969 and 

early 1970, information on registered laboratory 
workers was collected by the National Committee 
for Careers in Medical Technology (now The Nation- 
al Committee for Careers in the Medical Labora- 
tory) through a salary survey in 1959 and 1963, 
and a more detailed study of salaries and employ- 
ment status in 1966. An earlier study of salaries 

was made in 1954 by Dr. J. L. Arbogast. Analyses 
of the 1959, 1963 and 1966 surveys were published 
in the National Committee for Careers in the Medi- 
cal Laboratory (NCCML) publication GIST, issues 7, 

22 and 36. 

Late in 1969 an opportunity came to NCCML to 
include a questionnaire in an annual mailing con- 
cerning re- registration sent by the Board of 
Registry of the American Society of Clinical Path- 
ologists to all currently certified laboratory 
personnel. Since that was the last year in which 
annual registration was compulsory, NCCML deemed 
it an opportunity to collect a variety of basic 

data from this group of individuals. 
After extensive consultation and revision, a 

questionnaire was devised covering type of regis- 
tration, age, highest education attained, recent 
participation in continuing education courses and 
workshops, place of employment, level of principal 
employment, duties of principal employment, salary 
and work history. From the medical technologist 
no longer working in the laboratory, data was 
sought on present status and reason for it, work 
history, intentions about returning to work and 
need for refresher training. Certain questions 

covered persons in the armed forces and those 
whose work was in the field of environmental 
health. 

The original questionnaires were sent to all 
American Society of Clinical Pathologists (ASCP)- 
registered medical laboratory personnel by the 
ASCP in Chicago in December 1969 and were returned 
directly to NCCML in the early months of 1970. 
Those listed in "Register 1969, Certified Medical 
Laboratory Personnel," published by ASCP, total 

about 60,100. For this analysis, some 29,000 

questionnaires, based on the response to the item, 
State of residence, were considered useable, re- 
flecting a 48.3 percent response. (Table 1). 

In addition, a similar questionnaire altered 
only to reflect titles of laboratory personnel in 
California, was mailed by the Department of Public 
Health of the State of California early in 1970 
with returns coming directly to NCCML. The total 
number of licensed laboratory personnel in Calif- 
ornia at that time was 14,500 with about 4,400 
questionnaires, based on the response to the item, 
State of residence, used for this analysis. 
This response was 30.5 percent. Responses were 
not used if the respondent stated they had already 
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answered the earlier questionnaire. 
Thus the useable replies totaled about 33,500 

for a total response rate of 44.8 percent. Inter - 
society controversy in the medical laboratory 
field at that time undoubtedly kept a number of 
individuals from returning their questionnaires. 

The Universe Versus the Respondents 
The universe of registered and /or licensed 

medical laboratory manpower and the number of re- 
spondents to the questionnaire items, State of 
residence and /or place of principal employment, 
are compared in Table 2. The latter group, those 
who were currently working full -time, part -time, 
or irregularly in the medical laboratory field, 
totaled about 24,000, or 71.7 percent, of the 
former group responding to the item State of resi- 
dence. 

Sex and Age 
The descriptive term "manpower" in the phrase 

"medical laboratory manpower" is a misnomer since 
females constituted 87 percent of those responding 
to the questionnaire item. Almost half of all the 
respondents to the item on age were in the age 
category 25 -34 years. The high concentration of 
medical laboratory manpower in the age category 
25 -34 years contrasts sharply with projections by 
the Bureau of Labor Statistics of the age distri- 
bution of the female labor force for 1970. The 
Bureau of Labor Statistics projects fewer female 
workers in the ages 25 -34 years than in the older 
years 35 -44 years of age, or even of those 45 -54 
years. The comparison may be invalid when 29 
million female persons in the total labor force 
is compared with some 30 thousand registered/ 
licensed medical laboratory manpower. Further 
research of the characteristics of the non - 

respondents on the registries is surely needed to 
affirm conclusively the sex -age attachment to the 
labor force of medical laboratory manpower. 

Possibly due to educational or other restric- 
tions for ASCP registration or California licen- 
sure, hardly any respondent was under 20 years of 
age, while 240 of the older respondents were age 
65 years and over, and some still employed at the 
age of 80 (Table 3). 

Age and Activity of Respondents 
Among the approximately 34,200 respondents, 

both active and inactive, about 9,900, almost 29 
percent, were inactive -- i.e., almost one out of 
three respondents were not currently working 
either full -time, part -time, or irregularly in 
the medical laboratory field (Table 4). Con- 
sidering that irregular employment may be con- 
sidered as "frictional" or "marginal" employment, 
the rate of inactivity reported is probably a 
minimum. Since the Registry /Licensure population 
described earlier totals about 74,600, the almost 
9,900 inactive respondents, or 13 percent, is 
relatively significant. If however, the inactive 
respondents are for the most part not "actively 
seeking work" in the medical laboratory field, 
then they possibly should not be considered in the 
"labor force" of medical laboratory manpower. 



It is then possible that the rate of inactivity, 

in the sense of measuring "unemployment ", may be 
overstated. 

Active employment of the respondents who 

stated their age was 71 percent overall. Three 

age categories were below the overall average: 

age 25 -34 years (68 percent); age 35 -44 years 

(66 percent); and age 65 and over (52 percent). 

One may speculate that the smaller percentages of 

the first two ages are due to family responsibili- 

ties normally associated with female workers in 

those age groups. The younger age category, 20- 

24 years, had the highest activity rate (86 per- 
cent), which is what one might expect from our 
knowledge of labor force participation rates. 

Age, Activity and Type of Registration 

The inactive medical laboratory manpower 
were concentrated most heavily among medical tech- 
nologists (ASCP registered and California licensed) 
and least heavily among the Cytotechnologists 
(ASCP registered) (Table 5). Based only on the 

number of respondents, the medical technologists 
rate of inactivity was 43 percent and the rate for 

cytotechnologists was 17 percent. The rates among 

the total population could very well be different 
from those given here, since the respondents cons- 

tituted less than 45 percent of the entire popu- 

lation of registered or licensed medical labora- 

tory manpower. Inactivity was highest in the age 
groups, 25 -34 years and 35 -44 years, and probably 

due to the high female to male ratio of medical 
laboratory manpower. No doubt, family commitments 

serve to keep many females from working full -time, 
part -time, or even irregularly in the medical 
laboratory field. 

Highest Education Attained 
The bulk of the medical laboratory manpower- - 

some 70% of the respondents -- hold a baccalaureate 
degree, which is not surprising since the minimum 
educational requirement for medical technologist 
(ASCP) is 4 years of college. Medical technolo- 
gists held 96% of all the baccalaureate degrees 
among those who responded to the question on 

highest education attained (Table 6). 

Continuing Education 
Medical laboratory personnel are participat- 

ing in educational opportunities in continuing 
education. Attendance of respondents at continu- 
ing education workshops or courses, of at least 
one day's duration in the year prior to the survey 
was reported by almost 40% of the respondents 
(Table 7). Attendance by a participant at more 
than one course during the year is, of course, not 
reflected here. Attendance did vary by type of 
registration -- of the 20,300 medical technologists 
(ASCP registered and California licensed) who were 
actively employed, almost 11,000, or 54 percent, 
attended continuing education workshops or courses 
in the medical laboratory field. Attendance by 
cytotechnologists was equally high (54 percent). 
Attendance by clinical laboratory assistants and 
histologic technicians dropped off to 45 percent 
and 35 percent, respectively. These percentages 
should not be construed to apply to the universe; 
they apply only to the sub -set of respondents. 

The primary duties of the actively employed 
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medical laboratory worker is also associated with 
participation in continuing education. General 

laboratory work was reported as the primary duties 

of 5,000 persons -- presumably the normal, but cer- 

tainly not the only, duties of the medical tech- 
nologist. Some 4,300 medical laboratory workers 

described their primary duties as specialists in 
the laboratory. In contrast to those engaged in 

general laboratory work, laboratory specialists 

are usually limited to work in one area of the 

laboratory. One such specialist is the cytotech- 

nologist engaged in screening slides in the search 

for abnormalities that are warning signs of cancer. 
Another is the histologic technician who special- 
izes in cutting and staining body tissue for micro- 

scopic examination. 
Space is not available to report on other ma- 

jor findings: e.g. current employment in hospitals; 

medical laboratory manpower in environmental 
health; salaries of full -time workers; reasons 
given for stopping work or current unemployment 
status; length of inactivity in and expectations 
for returning to the medical laboratory field. 

Conclusions and Recommendations 
The present survey, which is one of a series 

originating with the National Committee for 
Careers in the Medical Laboratory's need for in- 
formation on salaries of laboratory workers, has 

been used primarily as a recruitment tool to en- 
tice persons into the medical laboratory field. 
In some respects, the current survey is deficient 
because response was low, less than 45 percent, 
and this raises questions about the characteristics 
of the non -respondents. Procedures to reduce non - 
response, if used at all, was ineffective. Ques- 
tionnaires were accepted for data processing, 
even in those cases where only a minimal number 
of items had been completed, and without regard 
to the importance of these items. Since no 
classifying or screening variables were identified, 
no legible returned questionnaire was rejected. 

Turning to the contractor's final report, wherein 
the analysis for the most part, was done item by 
item, there is no respondent analysis reported on 
data sets. The data on tape presented some 
problems since the Bureau of Health Manpower Edu- 
cation used the tape in two ways: (1) to compare 
the data on tape with the contractor's final re- 
port; and, (2) to produce additional tabulations 
for the Bureau's own use. Without going into the 
specifics, we often were unable to reconcile the 
data items on tape with the data in the final re- 
port. Continuing effort is being made to recon- 
cile these differences. 

The introduction of probability sampling 
holds the most promise for improving the data 
collected from the medical laboratory Registry/ 
Licensure population. With the use of probability 
sampling, more of the financial resources can be 
allocated to increase follow -up procedures, and 
hopefully to reduce non -response to a manageable 
proportion consistent with dollar costs and 
sampling variances of the more important character- 
istics. The complexity of this kind of survey, 
involving difficult computer programming for 
handling cross -tabulations, suggests that pro- 
fessional assistance of survey statisticians be 
initiated early in the planning stage. 



Table 1 Comparison of ASCP Registered Population and Respondents, 
Medical Laboratory Manpower, By States: 1969 -70 

State of 

Residence 

REGISTRY POPULATION RESPONDENTS 

Number 
Registered 

Percent of 
Number Registry 

Responding ,Responding 

TOTAL 60,113 29,040 48.3 

Alabama 891 384 43.1 
Alaska 93 50 53.8 
Arizona 548 283 51.6 
Arkansas 453 214 47.2 
California 5,650 2,835 50.2 
Colorado 1,161 599 51.6 
Connecticut 917 441 48.1 
Delaware 195 101 51.8 
District of Columbia 216 86 39.8 
Florida 1,874 922 49.2 
Georgia 1,201 578 48.1 
Hawaii 319 140 43.9 
Idaho 223 131 58.7 
Illinois 3,290 1,572 47.8 
Indiana 1,444 728 50.4 
Iowa 917 480 52.3 
Kansas 1,062 516 48.6 
Kentucky 1,108 503 45.4 
Louisiana 1,286 572 44.5 
Maine 172 96 55.8 
Maryland 1,118 541 48.4 
Massachusetts 1,370 555 40.5 
Michigan 2,887 1,384 47.9 
Minnesota 1,937 849 43.8 
Mississippi 503 210 41.7 
Missouri 1,328 639 48.1 
Montana 308 171 55.5 
Nebraska 657 321 48.9 
Nevada 124 71 57.3 
New Hampshire 223 127 57.0 
New Jersey 1,480 685 46.3 
New Mexico 301 156 51.8 
New York 2,813 1,421 50.5 
North Carolina 1,200 563 46.9 
North Dakota 254 145 57.1 
Ohio 3,128 1,539 49.2 
Oklahoma 874 422 48.3 
Oregon 827 398 48.1 
Pennsylvania 3,222 1,541 47.8 
Rhode Island 281 141 50.2 
South Carolina 520 256 49.2 
South Dakota 243 124 51.0 
Tennessee 1,235 544 44.0 
Texas 3,657 1,747 47.8 
Utah 330 188 57.0 
Vermont 185 90 48.6 
Virginia 1,400 718 51.3 
Washington 1,424 728 51.1 
West Virginia 502 254 50.6 
Wisconsin 2,283 1,091 47.8 
Wyoming 113 76 67.3 
Guam 5 5 100.0 
Puerto Rico 355 106 29.9 
Virgin Islands 6 3 50.0 
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Table 2 Comparison of Registry /Licensure Population and Number 
of Tape Records, by State of Residence and Place 

of Principal Employment: 

1969 -70 

Medical Laboratory 

ASCP 
Registered 

California 
Licensed 

Registry /Licensure Population 60,113 14,500 

Number of Tape Records 30,263 4,522 

Number of Codes Records 30,234 4,518 

State of Residence: 

Number of Coded Records with State 
Codes 29,436 4,482 

United States, including Guam, 
Puerto Rico, and the Virgin Islands, 
but excluding Foreign, illegal codes, 
and non- reporters 29,040 4,428 

Place of Principal Employment: 

Number of Coded Records with State 
Codes 21,149 3,256 

United States, including Guam 
Puerto Rico, and the Virgin Islands, 
but excluding Foreign, illegal codes, 
and non -reporters 20,796 3,214 

Table 3 Sex and Age of Respondents: Medical 
Laboratory Manpower, 1969 -70 

SEX: 

ASCP 
Registered 

California 
Licensed 

(number) (number) 

Female 26,715 3,386 
Male 3,273 1,112 

Total 29,988 4,498 

AGE: 

Total 26,667 4,293 

Under 20 years of age 6 2 
20 -24 years 4,150 198 
25 -34 13,579 1,683 
35 -44 5,470 1,183 
45 -54 2,455 816 
55 -64 867 311 
65 and over 140 100 
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Table 4 Age Distribution of Active and Inactive Respondents: 
Medical Laboratory Manpower (ASCP Registered and 

AGE: 

California Licensed), 1969 -70 1/ 

Active Inactive 

Total 34,239 24,386 9,853 
Age not reported 3,735 2,745 990 
Age reported 30,504 21,641 8,863 

Under 20 years of age 107 90 17 
20 -24 years 4,227 3,618 609 
25 -34 15,097 10,250 4,847 
35 -44 6,547 4,325 2,222 
45 -54 3,166 2,419 747 
55 -64 1,136 823 313 
65 and over 224 116 108 

1/ Total of Medical Technologists (ASCP Registered and California licensed), 
Histologic Technicians (ASCP), Cytotechnologists (ASCP), Certified Laboratory 
Assistants (ASCP), Other Not Specified. 

Table 5 Age of Active and Inactive Respondents, by Type of Registration: 
Medical Laboratory Manpower, 1969 -70 

Total --All Ages 

Medical 
Technologist 
(ASCP Reg. & 

Calif. Lic.) 

Histologic 
Technician 

(ASCP) 

Cytotech- 
nologist 
(ASCP) 

Clinical 
Laboratory 
Assistant 

(ASCP) 

All 
Others 

Active 20,305 1,320 979 1,499 283 
Inactive 8,842 428 173 349 61 

Under 20 years of age 
Active 3 11 0 75 1 

Inactive 2 4 11 

20 -24 
Active 2,547 239 137 682 13 
Inactive 340 66 20 183 

25 -34 

Active 8,754 528 458 419 91 
Inactive 4,395 204 112 112 24 

35 -44 

Active 3,693 239 158 148 87 
Inactive 2,120 53 17 17 15 

45 -54 
Active 2,056 162 79 74 48 
Inactive 715 17 3 5 7 

55 -64 
Active 747 5 34 16 21 
Inactive 253 51 2 2 5 

65 years or more 
Active 105 5 1 5 

Inactive 94 1 3 1 9 

Age unknown 
Active 2,400 131 113 84 17 
Inactive 923 32 16 18 1 
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Table 6 Highest Education Attained by Respondents: Medical 
Laboratory Manpower, 1969 -70 

Total 
High School 
Vocational or technical training- - 

post high school 
Associate degree -- Junior College 
Some college -- no degree 
Baccalaureate (B.A. or B.S.) 
Master's Degree 
Ph.D., D.V.M., or Dr. in Education 
M.D., D.D.S., or DMD 

ASCP California 
Licensed 

30,101 4,508 
640 10 

1,526 66 
1,403 135 
4,965 436 

20,505 3,462 
998 250 
53 73 
11 76 

Table 7 Attendance of Respondents at Continuing Education Workshops 
or Courses in the Medical Laboratory Field, by Type 
of Registration and by Primary Duties: Medical 

Laboratory Manpower, 1969 -70 1/ 

Number of Respondents- -Total 
Not Attending Workshops /Courses 
Attending Workshops /Courses 

Type of Registration 
(according to State of Residence): 

Number of Respondents --Total 
Medical Technologists 
Histologic Technicians 
Cytotechnologists 
Clinical Laboratory Assistants 
Others 

Primary Duties 
(according to State Where Employed): 

Number of Respondents- -Total 
General Laboratory Work 
Laboratory Specialist 
Administration (Laboratory or Education) 
Teaching 
Research 
Others 

1/ Attendance of at least one day's duration in the prior year. 
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FEEDBACK IN PATH ANALYSIS: SOME SOCIOLOGICAL EXAMPLES 

B. Krishna Singh and J. Sherwood Williams, Virginia Commonwealth University 

I. INTRODUCTION 

There has been a considerable amount of work 
incorporating path analysis in the sociological 
methodology since Boudon's (1965) and Duncan's 
(1966) introductions of dependence or path anal- 
ysis to social science research, which is based 
on Wright's (1921, 1934) pioneering works. So- 
ciologists and other social scientists have found 
this type of analysis to be a useful tool in at- 
tempting to bridge the gap between sociological 
theory and statistical analysis. The linear caus- 
al models have gained a greater prominence due to 
path analysis. 

With few exceptions path analysis has been 
used only with unidirectional causal models. Al- 
though statistical principles for the considera- 
tion of reciprocal interaction (feedback) in path 
analysis are available (e.g.., Turner and Stevens, 
1959; Tukey, 1954; Wright, 1960b) they have been 
largely ignored by sociologists who have used path 
analysis. Duncan (1966) noted that feedback in 
path analysis was a neglected aspect of the tech- 
nique. With only one exception (Duncan, Haller 
and Portes, 1968; Duncan, 1970) our literature re- 
view of sociological research which has used path 
analysis indicates that feedback remains a neg- 
lected topic. 

This benign neglect can be attributed to sev- 
eral factors: (1) the system of reciprocal inter- 

action is not a topic in vogue yet although it is 
talked about in sociological research, (2) from a 
methodological perspective, reciprocity or feed- 
back cannot be subjected to the simple interpre- 

tation as is the case for'unidirectional causal 

models (3) since sociological research tends to 
deal more with cross- sectional data rather than 
longitudinal data, the need for grappling with 
the concept of feedback may not yet have been se- 

riously felt, (4) sociologists may not yet recog- 
nize reciprocal interaction or feedback as a use- 
ful theoretical and methodological device. Other 
factors that might help explain why feedback has 
been neglected could be presented, but that is 
the purpose of this paper. Regardless of the rea- 

sons, feedback largely has been ignored by sociol- 
ogists who have used the path analytic technique. 

The major concern of this paper is to discuss 

the issue of feedback in path analysis from a so- 
ciological research perspective. It should be 
noted that such a model will require somewhat dif- 

ferent theoretical, statistical, causal, measure- 
ment and sampling assumptions (discussed in Sec- 
tion III) than with the unidirectional path anal- 
ysis. We also will provide theoretical and em- 

pirical examples of feedback models in sociologi- 
cal research, and we will examine how feedback can 
be handled from the path analysis perspective. 

II. THE CONCEPT OF FEEDBACK 
AS A METHODOLOGICAL DEVICE 

In its simplest form, feedback or reciprocal 
interaction may be defined as a continuous "cause 
and effect" sequence in a system of relationships. 
To illustrate, variable A affects variable B with 
some defined function, and variable B also affects 
variable A with some defined function. A pictori- 
al representation of this type of feedback can be 
shown as: 

FIGURE 1 

A B A' B' A" B" 

A 

What is important here is that the variables are 
in some way interacting. There are two basic 
types of feedback that may be considered: (1) in- 

stantaneous feed (feedback with time lag) and 
(2) delayed feedback (feedback with time lag). 
These distinctions are made on the basis of wheth- 
er time is a real parameter in the reciprocal in- 
teraction of two or more variables. For example, 
the reciprocal interaction relationship A B can 
be thought of as At B At is a measurement of 
variable A at time one and At is a measurement 
of the same variable at time two. In other words, 
there is a time lag between the two measurements 
of A. 

An advantage of the feedback is that it does 
not require all of the assumptions of causal mod- 
els. The utility of feedback model is maximized 
if we keep in mind that usually the research ques- 
tions raised are not always subject to unidirec- 
tional causal models. Frequently, we are unable 
to meet some of the causal assumptions or esta- 
blish the causal priorities necessary for unidi- 
rectional causal models, and our research efforts 
become fraught with serious theoretical and meth- 
odological problems. 

Much of the sociological research concerned 
with temporal dimensions involves the reciprocal 
interaction or feedback situations. For example, 
two interrelated propositions from demographic 
research state that (1) as the fertility rates in- 
crease, the infant mortality rates also increase, 
(2) as the infant mortality rates decrease, the 
fertility rates also decrease (Bogue, 1969: 831). 
Another example can be drawn from the research on 
modernization and urbanization. The two proposi- 
tions can be stated as: (1) the greater the mod- 
ernization of a society, the greater the urbaniza- 
tion, and (2) the greater the urbanization of a 
society, the greater the modernization (Lerner, 
1958; Black, 1967). At first glance these exam- 
ples might appear to be circular. A closer exam- 
ination will indicate that there are reciprocal 
relationships between (1) fertility rates and in- 
fant mortality rates, and (2) modernization and 
urbanization of societies. Similar examples can 
be drawn from many social /psychological and soci- 
ological research. 
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In our efforts to make sociology consistent 



with the goals of science, we attempt to arrive at 
(1) estimation, and (2) structural models (Heise, 
1969). While the current perspective of path a- 
nalysis in sociology is sufficient to deal with 
estimation models, it is not adequate for ana- 

lyzing structural models. It is our contention 
that sociological theories will be more accurately 
tested through the use of structural models than 
through the use of estimation models. 

III. ASSUMPTIONS1 

The reciprocal interaction (feedback) in path 
analysis may either include or ignore any time 
lags. While the assumptions discussed below u- 
sually apply to both of these situations. 

1. There is a reciprocal relationship between the 
variables under consideration. 

This assumption suggest that if A and B are 
reciprocally related with each other, either A or 
B can be used as a starting point for analysis. 
While it may be feasible (or even sometime prag- 
matic) to establish a causal order, it is essen- 
tial that both A and B act in a "cause and effect" 
sequence. The notion of recursive systems (espe- 
cially causal order) may be helpful in determining 
a starting point for the analysis (Blalock, 1964, 
1967). 

2. The variables have linear relationships. 

This assumption is frequently made but usu- 
ally not tested in sociological research. If 
known nonlinear relationships do exist, they can 
be reduced to linear form by transformations. If 

transformation is necessary, the user should be 
aware of the difficulty of specifying parameters 
using this method. 

3. The reciprocal interaction relationships of 
the system under. study are sufficiently estab- 
lished from a theoretical point of view. 

This assumption is often made in sociological 
literature but is rarely empirically established. 
Much of the research in sociology has been con- 
cerned with single variable situations, and, con- 
sequently, they did not establish interactive re- 
lationships. It should be pointed out that there 
are many "grand" and "middle range" social theo- 
ries that are best tested with feedback models. 
At the same time, it can be readily argued that 
some of the "micro" theories may be more clearly 
subject to interactive systems of relationships 
than unidirectional causations. While it must be 
admitted that sociological theories are not devel- 
oped enough to effectively utilize the path ana- 
lytic and causal inference approaches, feedback 
models of path analysis may circumvent some of 
these problems. In addition, we tend to view 
human behavior, as well as human societies, with 
sets of interrelated (oftentimes circular) propo- 

sitions. While we cannot debate, at this point, 
whether a unidirectional model or a feedback mod- 
el better fits such theorizing, the writers sub- 
mit that the latter might be a better approach. 
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4. Observations (measurement) of each variable 
are made to allow the intervals of maximum 
effects. 

This assumption can be problematic in socio- 
logical research. The reciprocity of interactions 
can be thought of as a standardized normal distri- 
bution and, consequently, will reach a peak. The 
usual path analytic approach applies (in a strict 
sense) to point variables only. To achieve the 
intervals of maximum effects, Wright (1960: 424) 
suggested, "The intervals between observations or 
the lenghts of the averaged periods should be e- 
qual to or be an aliquot part of the lag." While 
such controls may be applied in studies of feed- 
back with time lag, the problem may be somewhat 
less cumbersome in the instantaneous feedback sit- 
uation. In the latter case, one can simply assume 
that these adjustments are being made both ways, 
and, consequently, the observations remain essen- 
tially linear point variables. 

IV. FEEDBACK MODELS IN PATH ANALYSIS 

As mentioned earlier, the mathematical formu- 
lation of feedback already is available (Wright, 
1960; Duncan, Haller and Portes, 1968; Duncan, 
1970). Other works in the area of econometrics, 
which have considered simultaneous structural e- 
quations include Johnston (1963), Goldberger 
(1964), Ezekiel and Fox (1959). Our focus in this 
section will be the application of feedback models 
of path analysis in sociological research. As 
previously noted, there are very few studies which 
have utilized such a perspective. Consequently, 
most of our examples will be theoretical in nature 
with an attempt to demonstrate how they might be 
used from reciprocal interaction perspectives. 
The examples to be discussed are bivariate, multi- 
variate; and multivariate -multiphasic feedback 
models. 

Bivariate Feedback Models 

The simplest form of feedback model is the 
bivariate model as illustrated in Figure 2, 

FIGURE 2 
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where A and B are the known variables and u and v 
are unknown residual variables. The above figure 
is an example of a path diagram illustrating de- 
layed feedbacks between variables A and B and can 



be extended through as many cycles as are neces- 
sary (Wright, 1960b). Another way of looking at 
this type of feedback model is from a multiphasic 
perspective (with known time parameters), which 
can be represented as shown in Figure 3. 

FIGURE 3 
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where T = time and p = path coefficient. 

The models of instantaneous feedback are per- 
haps more frequent in cross sectional research or 
these situations which imply known exogenous vari- 
ables, and known interacting variables. An exam- 
ple of such a feedback model is given by Wright 
(1960b) for studying quantity marketed and price 
under the classical economic theory of supply and 
demand. Some sociological and social /psychologi- 
cal theories that can fit this type of model are 
exchange, interpersonal and human communication 
theories. 

An example: A widely accepted argument pro- 
posed by Lerner (1958) is that urbanization and 
modernization are reciprocally related. In this 
proposition there are two unknown residual vari- 
ables (A and B) that leads to the following: 

Urbanization (U) = Cum Modernization (M) + 
CuaA (2) 

Modernization (M) = Urbanization (U) + 
CubB (3) 

These equations may be stated in a standardized 
form as: 

U - Pum + Pua 

M = Pmu ú + pubZb 

(4) 

(5) 

Although we would rarely attempt to explain 
a bivariate model of reciprocal interactions, it 
will be of some value to understand its fundamen- 
tals. First, in this bivariate feedback model we 
find simple ways of looking at the reciprocal in- 
teraction without time lag. The equations may be 
extended with known time lags if there is need for 
it. The bivariate models' can be- extended 
into bivariate'multiphasic models It should be 
kept in mind that successive determinations will 
make such a model partially recursive. Second, 
as is true for the unidirectional path analysis, 
the reciprocal path coefficients will have sim- 
pler interpretation in the bivariate case than 
either the bivariate multiphasic or the multivar- 
iate multiphasic case (Land, 1969: 10 -12). 

The presentation of a bivariable model of 
this type is illustrated in Figure 4. 
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The computation of bivariate feedback path 
models will be quite similar to those for the sim- 
ple bivariate path models with the exception that 
both variables will change ordinates as the case 
may be.- There also will be two path coefficients 
and two coefficients of alienation. 

Multivariate Feedback'Path Models 

In order to save space, readers are referred 
to Duncan, Haller and Portes (1968) and Duncan 
(1970) for specific computational details. Here 
we will attempt to expand the example suggested 
for the bivariate analysis. In addition to reci- 
procal interactions between urbanization and mod- 
ernization, two known exogenous variables to this 
system are education and industrialization, as 
suggested by Lerner and others (e.g.,. Moore, 1963; 

Roger, 1969; Black, 1967). It may be assumed that 
the education and the industrialization of a so- 
ciety vary independently. Two unknown variables 
that are related with education and industriali- 
zation are A and B respectively. This model is 

represented in Figure 5. 

a 
rea 

e 

rib! 

FIGURE 5 

where e = education, i = industrialization, m = 
modernization, u urbanization, A and B resid- 

ual variables and r = correlation coefficient. 

Considering the residual variable (A) we may 
write the following equations: 

rma mires 

rua uirea 

1 

ruu=u2+u2= 1 
2 

(1 - (1 - 

(1 - ma) 2(1 2u 2 
1 



2= (rmu- (11) 

(rmu - maul) rmu - + (12) 

= rea (13) 

- r4u)/(1-2rma (14) 

2 
=1/ - 

1 - 2 

2 rua 

(15) 

(16) 

Similar equations can be written for B if it is a 
known variable. The regression equations for m 
and u can be written as: 

m-m- (e -u)+Cui (i u) (17) 

- = CUe (e u) + Cmi (i u) (18) 

These coefficients can be calculated as ratios in 
which the unknown standard deviations cancel: 

=Cum 

= u2ú 

(19) 

Thus to illustrate the feedback between ur- 
banization and modernization, our two endogenous 
variables, we can look at Figure 6. 

a 

real P 
e 

FIGURE 6 
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The major consideration should be given to 
overidentification of structural equations. Such 
a problem can be approached from the "two stage 
least squares" (2SLS) perspective. Some sugges- 
tions have been made that reciprocal interaction 
equations can be expressed with "unilateral caus- 
al dependence" with positioned dependent variables 
and solved separately through least squares (Wold 
and Jureen, 1953). Such a set also can be thought 
of as a "recursive system" of relationship when 
delayed feedback models are used (Ezekiel and Fox, 
1959: 927 -28). 

The reader is reminded of the unique problems 
of selections and measurement of variables in the 
preceding situations. Although some of the inclu- 
sions of "unnecessary" variables can be controlled 
through 2SLS, measurement may still be a problem. 

Multivariate, Multiphasic Feedback Models 

Such feedback models also may be considered 
as partially recursive in the sense that the 
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endogenous variables are successively determined 
with a known causal time order and with a contin- 
uance "cause- effect" sequence. Such a model is 

discussed in Duncan, Haller and Portes' (1968) 
article. 

This model can be delineated in two, three 
or four phases, as the case may be. One major 
problem, however, is the usual overdetermination 
of the model. Consequently, we will have more 
structural coefficients. This problem can be 
handled, of course, through multistage least 
square method, which we are suggesting as an ex- 
tension of the two stage least square method. 

Such a method is suggested by Turner and Stevens 
(1959) and elaborated by Duncan, Haller and Portes 
(1968). Essentially, it implies a combination of 
causal modeling and factor analysis based on heu- 
ristic considerations. 

V. METHODOLOGY OF FEEDBACK AND 
SOCIOLOGICAL THEORIES 

In this paper we have alluded to the fact 
that our current sociological perspectives and 
feedback models and their interrelationships. 

It should be obvious from the preceding dis- 
cussion that feedback methods have considerable 
promise in theory construction and verification. 
While much focus in sociology has been upon con- 
struction of unidirectional causal theories, we 
need to keep in mind that we may be ignoring the 
understanding of the structure of sociological 
theories. While we do not deny the useful con- 
tribution of the unidirectional causal approach, 
in our opinions, the gap between sociological 
theories and research will be filled by utilizing 
reciprocal interaction models. 

We can assume that in a crude way the major 
sociological traditions can be categorized into 
(1) evolutionary, (2) structural -functional, (3) 
conflict, and (4) cyclical perspectives. We can 
further assume that all of these traditions at- 
tempt (even though they may not succeed) to offer 
multilinear models of society. Thus, it becomes 
imperative that these theoretical traditions and 
derivations thereafter involve interdependence and 
often -times reciprocal relationships with or with- 
out time lag. In addition, explanations and dy- 
namics of social change (which seem to be one of 
our major concerns without much directed effort) 
are embedded with sets of reciprocal interactions. 

While we accept the fact that unidirectional 
causal models are first steps in constructing 
causal models, we need to extend the understanding 
of reciprocal relationships as the necessary sec- 
ond step for theory construction. 

VI. CONCLUSIONS AND IMPLICATIONS 

We are usually at a loss to utilize our most 
frequently discussed social theories because we 
have not had methodological tools to handle some 
theories. While the systems analysis approach has 
been available to us for some time, it has been 
largely unused due to needed assumptions of total 



interdependence. We know that the variables we 
deal with in sociology are rarely independent of 
one another. The reciprocal interaction models 
stand in the middle in that they can treat inter- 
dependence on a smaller but understandable level. 

Certainly the value of the notion of feed- 
back is well known to sociological researchers. 
Many areas of social research, such as communica- 
tions, decision making, social control, cannot be 
meaningfully analyzed without accounting for 
feedback in some way. Our purpose in this paper 
has been to suggest a technique for dealing with 
feedback that has been relatively ignored by soci- 
ologists.. Currently researchers usually deal with 
feedback by means of ANOVA, simulations and vari- 
ous other types of controlled experimentation. 

Since path analysis has been shown to be a 
powerful technique, particularly in helping us to 
determine various cause and effect relationships, 
it seems essential that its methods of dealing 
with feedback should become more fully explicated 
and developed. Many social situations cannot be 
characterized in simple cause and effect terms un- 
less the situation is viewed as being static. 
Many, if not most, social situations require that 
we understand the reciprocal causal effects of the 
variables under consideration. The notion of 
feedback in path analysis is one method by which 
we may assess reciprocal causation. We recognize 
that this technique will not eliminate all of the 
confusion that results from "causal analysis." 
However, it should assist us in a variety of situ- 
ations encountered by sociologists. It is unre- 
alistic to assume that social systems are closed 
and, thus, we must, in some manner, seriously deal 
with the notion of feedback if our discipline is 

to continue to develop. 

FOOTNOTES 

1. We will be concerned with only those assump- 
tions that are unique to feedback models. Assump- 
tions about sampling and measurement are almost 
the same as those necessary for the unidirectional 
path analysis. See Heise (1969) for these assump- 
tions. 
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A SAMPLE DESIGN FOR INTERVIEWING A HARD TO LOCATE POPULATION 
Bernard R. Siskin and Richard D. Leone, Temple University 

In selecting an appropriate sample design, the 
problem was twofold: (1) to complete a suf- 
ficient number of interviews permitting respon- 
sible inferences not only about the overall 
sample, but also about each stratum, given 
budgetary constraints, and (2) to make adjust- 
ments for the bias concomitant with nonresponse 
in a study where it is safe to assume that a 
sizeable percentage of the sample cannot be 
located and the probability of response is 
correlated with the dependent variables. 

The lowresponse rate gives rise to a problem, 
because, realistically it can be assumed that 
the ability to locate a person is a function of 
the person's mobility, and the latter is a func- 
tion of demographic characteristics. In turn, 
the dependent variable of the investigation 
might well be correlated with these demographic 
characteristics or with mobility itself. Thus 
the response rate may differ greatly from one 
stratum to another, and a significant non- 
response bias is highly probable. 

In assessing the problem alluded to above, an 
assumption was posited that the population could 
fall into one of three possible categories: 
(1) easy to interview, (2) difficult to inter- 
view, (3) impossible to interview. 

What differentiates the first category from the 
second is the amount of time it takes to trace 
a client and ultimately to interview him. The 
easy -to -get represent people who were at the 
same address or left a clear path to their new 
residency. It is assumed, moreover, that the 
three categories represent a continuum with re- 
spect to the dependent measures. Implicit in 
this assumption is that the impossible -to- 
interview represents people who cannot be lo- 
cated in the interview time period. Moreover, 
it is assumed that, if they could have been 
located, their mobility and other character- 
istics would be similar to those in the second 
category as compared to those in the first who 
remained at their address of record or who left 
tracks that were easy to follow. This, of 
course, is a simplification. The impossible - 
to- interview can in fact be subdivided into 
categories and various subcategories. 

1. Located but not interviewed. 
(a) Explicitly refuse. 
(b) Implicitly refuse; located, but con- 

sistently avoid being interviewed. 
(c) Institutionalized.' 

2. Cannot be located.2 

We hypothesized, however, that the bulk of the 
impossible to interview would fall into the 
second subdivision, and subsequent experience 
verified this. 

Common Procedures 

Our awareness of the biases associated with the 
nonresponse problem led us to consider three 
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rather common sampling procedures: (1) over - 
sampling, (2) substitution, and (3) oversampling 
with subsampling of the nonrespondents. 

OversamplinK. In oversampling, the initial sample 
size is increased to adjust for an anticipated 
low response rate. This procedure encourages 
interviewing only the "easy -to- interview," which 
reduces the time spent tracing. Two major short- 
comings are tied to this procedure: (1) the 
fundamental bias of the nonrespondent class is 
ignored, and (2) there is no guarantee that a 
reasonable response rate for each stratum will 
be forthcoming. We felt extremely uncomfortable 
with positing an a priori personal judgment as to 
the different expected response rates in each 
stratum. Hence, to double merely each stratum, 
or to allocate "incorrectly" the increases in 
each stratum by some other arbitrary formula, 
might result in an underrepresentation of those 
strata where there is a low response rate. Con- 
sequently it might be impossible to make reason- 
able inferences about the subpopulations. 

Substitution. This procedure recommends that as 
interviewing in the field unfolds, a person 
possessing similar demographic characteristics 
is substituted for a sample member who cannot 
be located. The substitution method answers the 
problem of disproportionate responses for each 
stratum because the matching process should dy- 
namically adjust the amount of oversampling in 
each stratum to compensate for the varying 
strata response rates. There exists, however, 
a real doubt as to whether this procedure re- 
duces the nonrespondent bias [Kish, 1965]. To 
the extent that only the easy -to- locate are in- 
terviewed, this would in no way compensate for 
the inherent nonrespondent bias. 

Oversampling and SubsamplinK. The third and 
final common sampling procedure we considered 
was to aversample and to subsample for all non- 
respondents. Similar to simple oversampling, 
this method does not assure adequate repre- 
sentation in each stratum. It does, however, pro- 
vide some clue as to the nonrespondent bias. 
Indeed, the results of'the nonrespondent sample 
could be laid out on a time continuum and fit in- 
to a mathematical model to estimate the non- 
respondent bias [Housman, 1953]. 

Additional costs are often insignificant for the 
follow -up of nonrespondents, but the cost factor 
often militates against a follow -up procedure in 
those studies where interviewers are in the 
field, and it is difficult to locate the inter- 
viewee. The response rate for the nonresponse 
segment of the sample might well be extremely 
low, and, if a reasonable sample of "nonrespon- 
dents" is desired, the "nonresponse" sample 
would have to be very large, perhaps even the 
census of nonrespondents. The principal barrier 
to interviewing this type of population is in 
locating the person to be interviewed, and not 
usually in calling back after location is deter- 
mined. The amount of interviewer time spent in 



tracking and subsequently actually conducting an 
interview can be quite long. The costs associated 
just with tracing are quite high, especially 
when one considers that an interviewer may have 
to make numerous separate trips to an area be- 
fore he can even complete one interview. Also, 
the morale of interviewers will tend to wane, 
even if they are offered a bonus, as they spend 
excessive amounts of time without completing an 
interview. 

Recommended Procedure 

Having weighed the pros and cons of the sampling 
procedures usually employed, we developed a de- 
sign which combined the substitution method with 
the nonrespondent subsampling technique. This 
combined design calla for the initial selection 
of a stratified sample of size Ni in stratum i 
where Ni desired number of completed interviews 
in stratum i.' For a fixed time period, (tl) 
this initial sample is tracked and (if possible) 
interviewed. At the end of this predetermined 
period of time, all clients not interviewed will 
be classified as the "difficult -to- interview" 
and will constitute a special subsample. For 
each client included in this "difficult -to- 
interview" subsample, a substitute client pos- 
sessing matched demographic characteristics will 
be selected and included in an alternate sample. 
During another specified time period (t2) trac- 
ing and interviewing continues for both the 
"difficult -to- interview" group and the newly 
created alternate sample. At the end of this 
period (t2), the process will be repeated: 
creating additional alternate samples at the end 
of each time period reflecting the interview 
need for each stratum, the process is terminated 
when the desired number of interviews are com- 
pleted. 

Let us consider another hypothetical case in 
which we shall compare oversampling with census 
subsampling of nonrespondents with the recom- 
mended procedure. Assume that there are two 
distinct strata of equal research interest. 
Table 1 shows the true unknown response rate 
for each of the strata, where response rate is 
a function of time spent tracing and interview- 
ing. 

The desired final completed interviewed sample 0 
is 500, preferably 250 from each of the strata. 
The costs for these results will vary depending 
upon the design chosen. Let us reasonably as- 
sume, moreover, that the costs associated with 
tracing and interviewing is an increasing func- 
tion of the time a sample element remains in the 
field and is sought. Consider the two following 
cost situations: 

1. Where the costs per time period expended in 
the field in quest of any sample element is 
the same for both design and is 
(a) Ct =10 + 10t t =1, ...4 where number 
of time periods the element is in the field, 
and 

2. Where the cost per time period expended in 
the field on any sample element is as above 
where oversampling transpires, but due to 
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averaging out travel costs over a number of 
interviews is (b) Ct= 15+5t t =1, ...4 for 
the combined recommended design. 

Table 2 shows basically two alternatives: (1) the 

expected results from oversampling with census 
subsampling of the nonrespondents in time period 
1, and (2) the anticipated results from the re- 
commended design discussed above. 

As this hypothetical example illustrates, the 
recommended procedure has certain advantages. 
First, since it used substitution, it results in 
adequate representation both overall and in each 
stratum. While oversampling with subsampling 
also reaches the target for total interviews, 
the representation for stratum B is inadequate. 
This, of course, could have been compensated for 
if we knew the relative response rates a priori. 
Second, inasmuch as the recommended process in- 
cludes specifically a subsample of the "diffi- 
cult-to- interview" category, the nonresponse 
bias can be estimated more readily, since the 
number of "difficult -to- interview" completion 
is higher. Third, this recommended sample pro- 
cedure costs less per completed interview and 
considerably less in total cost under the second 
than does oversampling with subsampling in this 
case. 

Results of Recommended Procedure 

Now let us turn our attention to our experience 
in actively implementing this design. As noted 
above, we were interested.in studying the effect 
of a program change which was implemented as the 
Concentrated Employment Program in Philadelphia. 
Although this change in the program was initiated 
in January 1970, this research did not commence 
until 1971. We found existing program data in- 
adequate and thus we deemed it necessary to in- 
terview 250 clients from 1969 and 250 clients 
from 1970, since we were interested in finding 
whether the program change improved the employ- 
ability of 1970 clients over 1969 enrollees. We 
were also concerned about the impact of the pro- 
gram modification upon different types of cli- 
ents. Therefore, we selected matched samples 
from each year stratified on the basis of demo- 
graphic characteristics, so that we could evalu- 
ate each stratum separately as well as each year 
as a whole. 

A pilot field study, which lasted one month, 
demonstrated that within the time allocated an 
interview completion rate of approximately 50 
percent was attainable.4 It indicated, moreover, 
that low response was a function of the diffi- 
culty in locating the clients and was not caused 
by implicit or explicit refusal to be inter- 
viewed. In light of these test findings, we de- 
cided to use the design outlined above and to 
use a time schedule with four time frames of six 
weeks each. The interviewers would track sample 
members over each time period, and after which 
decisions could be made concerning substituting. 

The six -week period was chosen to allow adequate 
time for call backs in those cases where the 
client's residence was known but where the actual 



interviewing required more than one call. The 
results of the sampling procedure are presented 
in Tables 3 through 6. 

As might be expected, the dynamics of the sub- 
stitution process altered the sample allocations 
in each stratum in order that the distribution 
of completed interviews was similar to the ini- 
tial sample distribution. Table 7 shows the 
adjustment of the sampling distribution as a 
result of the substitution process. When the 
sampling results are analyzed on the basis of 
specific demographic subgroups, the results are 
as we anticipated except for two subcategories, 
race and age. Spanish speaking people were 
easier to locate than Negroes; this result was 
not expected because the Spanish tended to be 
at the lower end of the socioeconomic scale in 
Philadelphia. More significantly, we were able 
to locate younger clients easier than older 
ones. These findings illustrate the risks in- 
volved if a priori judgments are made about 
where to oversample to compensate for differing 
stratum response rates. 

Conclusion 

The research design and tracing techniques dis- 
cussed herein have resulted in a completion rate 
which is high enough to make inference about the 
population and each subpopulation of interest 
within our budgetary constraints. Moreover, 
we were able to estimate the nonrespondent bias. 
It should be noted that from an administrative 
point of view, however, the sampling procedure 
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Footnotes 

1. In this study the decision was made not to 
interview those in this category, but possibly 
they could have been interviewed. 
2. Included a small proportion (10 percent) 
who had moved out of the Philadelphia Standard 
Metropolitan Statistical Area, to which inter- 
viewing was restricted. 
3. This means the total of the "easy-to- inter- 
view" and "hard -to- interview" completions. If 
only the number of "easy -to- interview" comple- 
tions are specified, then we must set Ni 
desired Ni, since Ni will approach the desired 
Ni as the number of time periods goes to infin- 
ity. 
4. Budget constraints restricted the size of 
the pilot sample. Consequently reliable esti- 
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requires a high degree of coordination and con- 
trol. Not only are numerous forms needed to 
monitor the interviewing as it unfolds, but this 
particular design also necessitates: (1) con- 
tinually updating activities in the field, (2) 

expeditiously replacing those clients who are 
designated as members of the nonrespondent sam- 
ple, and (3) staying abreast at all times with 
the status of each individual within the sample 
so that the appropriate decision concerning re- 
placing can be made. 

In light of this experience it is suggested that 
if this design is to be used, that a period 
somewhat longer than six weeks for each wave is 
necessary because of the coordinating problems. 
It is also necessary to provide a longer period 
of time between the start up of the initial wave 
and the subsequent wave so as to be able to i- 
dentify the nonrespondent sample cohort and to 
execute the preliminary mailing procedure for 
the replacement sample. On the other hand, ex- 
perience has demonstrated that the delay period 
cannot be too long; otherwise it is impossible 
to retain experienced interviewers and the cost 
of interviewing drastically increases. This 
increase in cost arises when there is no over- 
lap between waves. When a reasonable overlap 
exists, interviewers are able to search for 
clients considered hard to find while they are 
working in those areas actually interviewing 
clients who previously indicated that they were 
willing to cooperate in the study. Hence, 
travel costs are shared with the cooperating 
group and the hard -to- locate one. 

mates of strata response rates were not available. 
5. Other characteristics such as sex, race and 
education were distributed equally among the age 
groups. 
6. This response rate should have been larger, 
but a delay in getting into the field resulted 
in some persons becoming institutionalized and 
some moving out of the area. 
7. For Wave one (1) we received assistance from 
one of Bell Telephone's local offices. This 
source was willing to search not only current 
telephone directories, but also other files. 
This proved to be quite time consuming for the 
local office personnel. Thus when we requested 
assistance in Wave two (2), the local office 
referred us to Bell Telephone's Community Ser- 
vice Office located at their corporate head- 
quarters. Since this latter division was willing 
to search only telephone directories (something 
we could do ourselves) we did not request their 
assistance in subsequent waves. 
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TABLE 1. RESPONSE RATES AS A FUNCTION OF TIME SPENT TRACING AND INTERVIEWING 

Time Period 
Strata 

A 

1 .700 .350 

2 .790 .385 

3 .811 .405 

4 .815 .408 

TABLE 2. HYPOTHETICAL RESULTS: OVERSANPLING WITH SUBSAMPLING AND RECOMMENDED DESIGN 

Sample Size 
Results and Costs 

Oversampling and Subsampling Sample Design 
Stratum 

A 
Stratum 

B 

Stratum 
A +B 

Stratum 
A 

Stratum 
B 

Stratum 
A +B 

Total sample size 385 385 770 354.2 586.7 940.9 
Easy -to- interview 
Completed 269 134 404 248 205 453 

Difficult -to- interview 
Completed 44 50 94 49 63 112 

Total response 313 184 498 297 268 565 
Total response rates 82 48 64 83 45 60 

Total costos 

(a) $51,851.00 $52,173.00 
(b) 51,851.00 45,372.00 

Average cost per 
interviewa 

(a) 103.97 92.21 
(b) 103.97 80.20 

aUnder different cost assumptions A and B. 

TABLE 3. INTERVIEWING RESULTS 

Sample, Size, Status and Costs Results 

Initial sample size 500 
Total sample size 996 
Easy -to- interview 
Completed 469 

Difficult -to- interview 
Completed 68 

Total response 537 
Total response rate 53.92 
Total costs $25,776. 
Average cost (per interview) $48. 
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TABLE 4. RESPONSE RATE AS A FUNCTION OF TIME SPENT TRACING AND INTERVIEWING 

Time Period (Six Weeks Each) Cumulative Response Rate 

1 43.27 

2 50.21 

3 53.93 

4 56.13a 

allote 56.13 is larger than the actual response rate as shown in Table 3 since not all elements 
are in the field four periods. This figure would represent the response rate for oversampling with 
census subsampling. 

TABLE 5. COMPOSITION OF "IMPOSSIBLE -TO- INTERVIEW" CATEGORY 

Subdivision Number Percent of Total 

Located but not interviewed 113 24.6 

Explicit refusal (15) 

Implicit refusal (65) 

Institutionalized (33) 

Cannot be located 346 75.4 

Total 459 100.0 

TABLE 6. RESULTS OF SAMPLING BY DEMOGRAPHIC CHARACTERISTICS 

Enrollee 'Percent Initial Sampling Percent Final Sampling 
Distribution of 
Sample Results 

Completion 
Rates 

Characteristics 1969 1970 1969 & 1970 1969 1970 1969 & 1970 1969 & 1970 1969 1970 

Sex 
Male 64.8 65.6 65.2 69.6 70.2 69.9 61.4 39.0 43.9 
Female 35.2 34.4 34.8 30.4 29.8 30.1 38.6 56.0 65.0 

Race 
Negro 79.2 79.6 79.4 76.6 80.2 78.3 82.1 48.4 50.4 
Spanish 20.8 20.4 20.6 23.5 19.8 21.7 17.9 30.6 49.5 

18 and under 14.4 14.8 14.6 12.6 13.5 13.1 14.9 55.4 14.9 
19 -21 30.8 31.2 31.0 31.0 29.0 30.0 31.6 45.0 54.7 
22 -24 22.4 21.2 21.8 22.3 22.7 22.5 21.8 37.4 54.1 
25 -34 27.2 28.0 27.6 27.5 29.4 28.4 26.6 45.8 42.5 
35 -54 5.2 4.8 5.0 6.6 5.4 6.0 5.1 35.3 46.2 

Grades Completed 
2.0 2.4 2.2 2.1 2.3 2.2 1.0 18.2 27.3 4 and under 

5 -7 8.0 6.8 7.4 9.5 8.5 9.2 6.2 26.5 39.0 
8 3.2 4.4 3.8 3.1 4.4 3.7 4.5 62.5 52.9 
9 -11 58.0 58.0 58.0 58.5 58.8 58.6 59.3 46.7 48.6 
12 28.8 28.4 28.6 26.7 26.0 26.7 29.0 44.9 59.2 

Program Status 
57.6 58.0 57.8 58.1 56.5 57.3 59.1 47.0 50.2 Completor 

Dropout 42.4 42.0 42.2 41.9 43.5 42.7 40.9 40.3 50.2 

aAge is determined at entrance of program and is age at last birthday. 
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TABLE 7. SUBSTITUTION EFFECT ON OVERSAMPLING BY DEM)GRAPHIC CHARACTERISTICS 

Demographic Characteristics 
Increase or Decrease in Percentage of. 
Sample (final -initial) 

Sex 
Male 44.7 
Female -4.7 

Race 
Negro +0.8 
Spanish -0.8 

Agea 
18 and under -1.5 
19 -21 -1.0 
22 -24 +0.7 
25 -34 +0.8 
35 -54 +1.0 

Grades Completed 
4 and under 
5 -7 +1.7 
8 -0.1 
9 -11 +0.6 
12 -2.2 

Program Status 
-0.5 Completor 

Dropout +0.5 

Year 
1969 +1.8 
1970 -1.8 

SAge is determined at entrance of program and is age at the last birthday. 



CONSUMER ANTICIPATIONS AND HOUSEHOLD CHARACTERISTICS 

Thomas Stoterau, Bureau of the Census 

I. Introduction 

The intent of this paper is to examine the pro- 
bability approach to ex -ante consumer behavior 
for different types of households. The general 
hypothesis to be explored is whether income or 
education, for example, affect the general suit- 
ability of purchase probability questions. In 
the past, any such concern has been parried by 
the assurance that the concept of chance is com- 
monplace in a variety of American rituals. Horse 
racing, World Series' pools, Weather Bureau re- 
ports, and the "numbers" have always been cited 
as examples. It, admittedly, seems reasonable 
that nearly everyone should have encountered the 
idea of chance in at least one of these situat- 
ions. Regardless, this argument provides no em- 
pirical evidence about the ability of all types 
of respondents to assess the likelihood of future 
personal events. Thus it is that we will look at 
auto purchase probabilties and subsequent pur- 
chase behavior in conjunction with income, educa- 
tion, type of family, and respondent. 

In 1966 the Census Bureau's program to measure 
ex -ante purchase behavior pioneered a subjective 
probability methodology. The survey abandoned 
its intentions to buy questions for what seemed 
to be a rather logical extension of the inten- 
tion's rationale. The new approach consisted of 
asking respondents to numerically describe their 
chances of purchasing various durables over sev- 
eral time horizons. This technique utilized an 
eleven point "flash card" (0,10,20,...,100). It 
was believed that this would allow respondents to 
rationally speculate about their purchase proba- 
bilities. Whereas responses had previously been 
restricted to yes -no (0,1), the likelihood of the 
purchase event could now be described with great- 
er discrimination. This approach has continued 
as the central feature of the Survey of Consumer 
Buying Expectations ever since. 

II. Description of Data and Analysis 

The data used in this paper were gathered by the 
Census Bureau from a special panel known as the 
Consumer Anticipations Survey (CAS). The CAS 
study was developed as an experimental effort 
which would be used to revise and strengthen the 
Bureau's quarterly survey of consumer anticipa- 
tions. Both the Census Bureau and the National 
Bureau of Economic Research participated in the 
design of the survey and questionnaires. In the 
study, about 3,500 households were asked detailed 
questions about their economic and demographic 
characteristics. These households were visited 
five times at roughly six -month intervals between 
May 1968 and November 1970. The sample selection 
was non - random and purposive. All of the select- 
ed census tracts were suburban and had moderately 
high to high median incomes. Such areas were 
purposely selected because these households were 
likely to yield a high frequency of positive re- 
sponses to questions about economic activity. 
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The CAS survey provided information on a wide 
range of items concerning household decision mak- 
ing, and was the basis of an invited session at 
the 1971 ASA meetings in Fort Collins .1/ 

The analytical process which supports this paper 
is cross -sectional. That is, each household is 
considered an observation, and the dependent var- 
iable is the actual purchase of a new car (0,1) 
in a given six -month period. The independent 
variables, of course, vary with each equation. 
This is the standard, cross -section regression 
analysis. The work presented below differs from 
previous analytical efforts in that here the re- 
gression equations are run on partitioned inde- 
pendent variables .2/ In this case, the reasons 
for partitioning an independent variable are: 

(1) to examine the fit of the regression equa- 
tion and (2) to observe the impact of the parti- 
tioned variable, over two or more bounded areas, 
upon the other variables in the equation. The 
first hopes that by segmenting a curvilinear re- 
lationship, we can find more nearly linear sit- 
uations. Figure 1 presents a graphical illustra- 
tion of a hypothetical case. 

Figure 1. 

A 
1. 

As can be seen, regression equations fit over 
the two segments are more nearly appropriate 
than a single equation fit over the entire range 
of values. If, however, the relationship between 
the dependent and the independent variable is 
linear, the equations fit over the bounded seg- 
ments will approximate the one fit over the en- 
tire x-axis. But even if a given partition does 
not improve the fit of the regression equation, 
it may still be useful analytically as a means 
of telling us about the impact of the partitioned 
variable upon the other variables. In this stuck 
households were partitioned into those with in- 
comes above $10,000 and those $10,000 and below. 
Regression equations with the same variables 
were then run for each of them. Other partition- 
ed variables were treated similarly. All of the 
variables for these equations are defined in 
table 1, below. 

III. Income and Anticipations 

The selection of a partition is arbitrary. In 

this case, $10,000 was selected because it is 
about the median U.S. family income. The regres- 
sion results for the $10,000 income partition can 
be seen in tables 2 and 3 at the end of the 
paper. In general, the R- squarQs are about the 



same for both groups. The six -month and twelve - 
month purchase probabilties and are 
much more significant for the upper income seg- 
ment. That is, 6PP* and 12PP* explain much more 
of the variance in new car purchases for house- 
holds with incomes above $10,000 than those un- 
der. The t- values are almost twice as large for 
the upper group. 

Total family income (IA B) and other income 
are aleo more significant for the upper 

income segment. In contrast, the type of family 
(TFA,B) is not significant for households above 

$10,000, but it is significant for the lower 
group. Since most of the households were hue - 
band - wife families, the type of family variable 
is almost a scaled variable for the number of 
children in the family (see Table 1). The re- 
spondent variable (RSA,B) also more eignifi- 
oant for the lower group. Somewhat surprisingly, 
none of the other variables were significant for 
either group. These included the probability of 
the head being unemployed, education of head, and 
whether the household was currently making pay- 
ments on a oar. These resulte would suggest that 
the purchase probability method may be more suit- 
able for households with incomes above $10,000. 
It does not, however, suggest that the approach 
is necessarily inappropriate for other households. 

IV. Education and Anticipation 

The first attempts to partition the education var- 
iable were not fruitful. These efforts first 
used four years of high school and then one to 
three years of college. Later, a partition at 
Pour or more years of college yielded some worth- 
while results. The regression equations and 
their related coefficients can be seen in tables 
4 and 5 at the end of this paper. One of the 
most interesting findings is that a dummy varia- 
ble for respondent is not significant for house- 
holds with a head with four or more years of col- 
lege, but it is significant with a positive sign 
for those with less education. The respondent 
variable assumed a value of 1 if the head was in- 
volved in the interview and a zero if the head 
was not. This implies that for households with 
college educated heads it does not matter who the 
respondent is,but that for less well educated 
households it does. There may be implications in 
this finding which affect the on-going Survey of 
Consumer Buying Expectations (CBE ). Our regular 
CBE survey accepts any person living in the 
household who is eighteen or older. It is gener- 
ally believed that it is too difficult and expen- 
sive to restrict the respondent to one specified 
member of the households in a fairly large scale, 
current program. And despite the findings above 
reported, it is very unlikely that the benefit 
would warrant the cost of restricting the respon- 
dent. 

As can be seen in table 4, below, the purchase 
probabilties and 12PP*) are more signifi- 
cant for the upper education segment. In con- 
trast, type of family (TFA,B) and total family 
income (IA,B) are generally more significant for 
the households whose head did not have four years 
of college. None of the other variables explain- 
ed a significant portion of the variance in any 
of the equations. 
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Table 1. --CAS VARIABLES INCLUDED IN 

REGRESSION ANALYSIS 

RSAB - Respondent in interview (subscript re- 

fere to whether it is an above or below 

partition household) 

1 = Head involved in interview 
0 = otherwise 

A,B 
Fiuoation of head 

1 = no education 
2 = 1 to 8 years of elementary school 
3 = 1 to 3 years of high school 
4 = 4 years of high school 
5 = 1 to 3 years of college 
6 = 4 years of oollege 
7 = 5 or more years of college 

U *AFB - Probability of head being unemployed in 

the next twelve months 
(o, 10, 20,..., 100) 

B - Other income for the household (interest 

and dividends, capital gains, rent, 

own business, and pensions) 

Actual dollar amount (5 digits) 

- Total annual income from all sources 

Actual dollar amount (5 digits) 

- Type of family 

1 = single male head, no children 
2 = single male head, 1 or more children 

3 = single female head, no children 
4 = single female head, 1 or more child- 

ren 
5 = husband and wife, no children 
6 = husband and wife, 1 child 
7 = husband and wife, 2 children 
8 = husband and wife, 3 children 

9 = husband and wife, 4 or more children 

IA,B 

- Presently making payments on a car 

O = No 
1 = Yes 

PGA B - Present grade in school of oldest child 
(if under 21) 

00 to 18 

Probability of purchasing a new car in 

the next six- months 
(0, 10, 20,..., 100) 

Probability of purchasing a new car in 
the next twelve-months 



V. Conclusion 

Contrary to my a priori suspicions, the regres- 
sion equations for the various segments of the 
partitioned variable did not differ greatly. As 

is often the case with cross -section studies, all 
of the R- squares are disappointing. And due to 
the nature of the data, comparisons among the 
standard errors of the estimate (Sy.x) are not 
very meaningful. We did find that the purchase 
probabilties have larger t- values for households 
with incomes above $10,000 and for households 

whose head has four years of college. It also 
seemed possible that we would find that for some 
types of households, purchase probabilties are not 
significant. This did not happen. The t- values 
of and are fairly healthy in all of 
the equations. 

Footnotes 

1/ See Proceedings of the Social Statistics Sec- 
tion, American Statistical Association, 
Washington, D.C., pp. 126 -170 

Table 2.-- REGRESSION EQUATIONS FOR HOUSEHOLDS WITH INCOME ABOVE $10,000 
WITH OBJECTIVE AND ANTICIPATORY VARIABLES - DEPENDENT 

VARIABLE IS THE PURCHASE OF A NEW CAR 

(t- values are shown in parenthesis) 

Equation R2 
number A 

REGRESSION COEFFICIENTS 

S 
y.x A A A 

TF 
A 

6P 12 
A A 

I .112 

II .099 

III 

IV .012 

V .100 

012 
(1.96)(1.79)(1.02) 

- 

.004 

6)-039) 

- 

.0089 

(1.49) 

-.008 

-.008 
(1.75) 

-.0035 
(.704) 

- 

-.004 

79) 

- 

-.025 

(.588) 

.0000 

(3.03) 

- 

- 

.0000 

(6.00) 

.0000 

(3.53) 

-.0004 

(5.76) 

.0006 

(.090) 

.035 

(18.98) 

(86) 

- 

- 

0254 

(17.05) 

_ 

.0249 
(16.62) 

-.008 
(.67) 

- 

.0052 

(.389) 

104 

.066 

.081 

.007 

.295 

.297 

.295 

.319 

.296 

NOTE: The A subscript indicates that the variable is for households above the income partition. 

Table 3. -- REGRESSION EQUATIONS FOR HOUSEHOLDS WITH AN INCOME 
OF $10,000 OR LESS WITH OBJECTIVE AND ANTICIPATORY 

VARIABLES - DEPENDENT VARIABLE IS THE PURCHASE OF A NEW CAR 

(t- values are shown in parenthesis) 

Equation 
number 

R2 
RB 

REGRESSION COEFFICIENTS 

Sy.x RSB EHB OIB 
6 

12 

II 

III 

IV 

V 

.126 

.04 9 

.063 

.38 1 

.0236 
(2.19) 

- 

.0097 

(934) 

- 

.0235 
(2.21) 

.0011 

(1.42) 

-.003 

(.381) 

0025' 

(.391) 

- 

- 

.0018 
(.297) 

- 

-.0079 
(1.38) 

- 

.0013 

(.230) 

.000011 

(.378) 

- 

- 

- 

- 

- 

- 

.000009 

(.764) 

- 

-.022 

(2.13; 

.0439 
(8.58) 

.0248 

(5.17) 

- 

- 

.0331 
(9.19) 

- 

.023 

(6.41) 

.0328 
- .665 

-.025 

(1.13) 

- 

.0069 

(3.24) 

- 

.005 

(.389) 

- 

.058 

.052 

.036 

.0378 

.255 

.255 

.247 

.245 

.253 

NOTE: The B subscript indicates that the variables is for households below the income partition. 
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Table 4.-- REGRESSION EQUATIONS FOR HOUSEHOLDS WITH FOUR OR MORE 
YEARS OF COLLEGE - DEPENDENT VARIABLE IS THE PURCHASE OF A NEW CAR 

(t- values are shown in parenthesis) 

Equation 
numbers 

R2 
A 

REGRESSION COEFFICIENTS 

RSA MA 0IA IA rFA 12 A 

I 

II 

III 

IV 

V 

VI 

.133 

.111 

.086 

.0221 

.058 

.0096 

7) 

- 

.0054 
(.72) 

- 

- 

(01002) 

(.83)4 

- 

- 

(.62)9 

(.659) 

- 

-.0034 
(.53) 

- 

- 

(O05Ó1)4 

- 

- 

.000009 

- 

- 

.000010 

(2.33) 

.000018 
(3.875) 

- 

.0011 

(.997) 

- 

-.0090 
(1.047) 

(16771) 

(6.0 09) 

- 

- 

- 

(14.47) 

(1313) 

- 

.0156 

(9.75) 

- 

- 

- 

0119 
(1.39) 

(0).088 

- 

- 

- 

- 

- 

-0134 

.077 

.037 

-.042 

.284 

.287 

.291 

.311 

.300 

.306 

NOTE: The A subscript indicates that the variable is for households above the education partition. 

Table 5. REGRESSION EQUATIONS FOR HOUSEHOLDS WHOSE HEAD HAS 
LESS THAN FOUR YEARS OF COIJ. E - DEPENDENT VARIABLE IS THE PURCHASE OF A NEW CAR 

(t- values are shown in parenthesis) 

Equation 
numbers 

R2 

REGRESSION COEFFICIENTS 

SFx UB IB TFB 
PP# 

6 
PP* PGB 

I 

II 

III 

IV 

V 

.096 

.104 

.059 

.007 

.062 

.008 

0226 
(2.996) 

.0194 

(2.58) 

- 

- 

.021 
(2.79) (2.79) 

- 

-.002 
(.213) 

1g15) 

- 

-.0002 

(.512) 

-.0003 
(.076) 

-.0000 

- 

(010 34) 

- 

- 

.0000 

(3.73) 

.0000 

(4.30) 

.0000 

(3.56) 

- 

-.0135 

(1.88) 

-.0197 
(2.67) 

.0008 

(.11) 

.0334 
(12.77) 

(2.86) 

- 

.0245 

(11.82) 

.0183 

(10.02) 

.0136 

(7.88) 

- 

- 

.005 

(5.64) 

-.0185 
(1.42)093 

- 

- 

.037 

.105 

.078 

.035 

.032 

.293 

.292 

.299 

.311 

.299 

.293 

NOTE: The B subscript indicates that the variable is for households below the education partition. 
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ALLOCATION IN STRATIFIED SAMPLING BASED ON PRELIMINARY TEST OF SIGNIFICANCE II 

Victor K. T. Tang and B. V. Sukhatme 
California State University, Humboldt and Iowa State University, Ames 

I. Introduction 

Let a population consisting of N units be 
classified into k strata, the i -th stratum having 

k 
Ni units i = 1,2,...,k so that E Ni = N. Let 

i =1 
Y be the characteristic under study and consider 
the problem of estimating the population mean 

1 N 
= 

E from a stratified random sample 
1 =1 k 

of size n = E ni where units are drawn by 
i =1 

simple random sampling without replacement from 
the i -th stratum i = 1,2,...,k. An unbiased 
estimate of the mean N is given by 

k 
yst W. (1.1) 

i =1 

where W. is the proportion of units in the i -th 
stratumland i 

n. 
is the simple mean unbiased esti- 

mate of , the mean for the i -th stratum. If 
Ni N. 

Ni is so large that 1, V(ÿst) can be 

written as 
k k 

V(yst) = 
. 

i=1 
(1.2) 

If the total sample size n is fixed in ad- 
vance, the classical problem of allocation of 
sample sizes in stratified sampling is to deter- 
mine a vector (nl,n2,...,nk) of k non -negative 

k 
integers such that E ni = n and for which 

i =1 
V (st) is minimum. The allocation so determined, 

commonly known as Neyman allocation ( Neyman, 
1934) is given by 

k 

ni = nWioi/ . (1.3) 
i =1 

Neyman allocation however depends on strata 
variances which are generally not known. One 

way out of this difficulty (Sukhatme, P. V., 

1935) is to draw an initial sample of fixed size 
m from each stratum to estimate which in turn 

are used to estimate ni from (1.3). In this 

case, ni is estimated by 

k 
ni = nWisi/ 

i=1 
(1.4) 

where is an unbiased estimate of The 

allocation (1.4) will be called Modified Neyman 
allocation. 
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Another allocation which is frequently used 
in practice and does not require knowledge of 
strata variances is proportional allocation 

in which ni is given by 

ni = nW. . (1.5) 

If the strata variances do not differ signifi- 

cantly among themselves, modified Neyman alloca- 
tion may turn out to be less efficient than pro- 
portional allocation (Evans, 1951). 

Before deciding on the method of allocation, 
it is therefore proposed to carry out a prelimin- 
ary test of significance concerning the homogene- 
ity of strata variances. If on the basis of the 
test of significance the strata variances are 
found to be homogeneous, the sample sizes to be 
drawn the different strata will be deter- 
mined according to proportional allocation. This 
allocation based on preliminary test of signifi- 
cance will be called 'sometimes proportional 
allocation'. In an earlier paper (Sukhatme, B.V. 
and Tang, 1970), some results concerning the 
efficiency of sometimes proportional allocation 
with respect to proportional allocation and modi- 
fied Neyman allocation were presented for the 
relatively simple case of two strata when 

< o2 . In this paper, some further results 

are presented concerning the efficiency of some- 
times proportional allocation and optimum choice 
of level of significance for the case of two 
strata when . The results for three or 

more strata will be presented at a later date. 

2. Variance of ÿst under sometimes proportional 

allocation 

The sometimes proportional allocation is 
defined as 

s. 

ni = if < X for i,j = 1,2 

i 

and i j (2.1) 

otherwise, 

where is a known constant. Let the event A' 

be defined by [ < X for i,j = 1,2 and i j) 

and Ai be the complementary event of A6. The 

variance of 
pst 

is given by 

1 
V(ÿst)S E Ei {V(5tIA1))P(A1), 

i =0 
(2.2 ) 



where E. denotes that the expectations are taken 

with reference to the set Ai and S stands for 

sometimes proportional allocation. To evaluate 

the variance, it will be assumed that 
(m -l)s? 

is approximately distributed as chi- 

square with t = m -1 degrees of freedom. It can 

be seen that 

= + - + 

+ + ) 

- 

21 

( 

, 
+ 

+ ( , 

) 

, 

21 

where 
2 

A21 
21- p21- +Q21' 

(1) (1) 1 
q 
21 

=1 -p21 -1 +X8 
21 

' 

2r( t-1 ) 

G - and I (.,.) is the incomplete 

(r(2 
) }2 

beta distribution. 

If we let X m, we obtain the variance 
of ÿst under proportional allocation, namely, 

(2.3) 

= - + W2Á21) , (2.4) 

where P stands for proportional allocation. 

If we put X = 1, we get the variance of 
at 

under modified Neyman allocation, namely, 

A. Á21 (W1 + W2Á21) 

+ 2 GÁ212 (2.5) 

where N stands for modified Neyman allocation. 

3. Efficiency of sometimes proportional alloca- 
tion 

We shall first discuss the relative effi- 
ciency of sometimes proportional allocation with 
respect to proportional allocation. If 
e*(X, A21) denotes the relative efficiency of 

sometimes proportional allocation with respect 
to proportional allocation, it is easy to see 
that 

V(w)P 
e *(x, Q21) - 
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1/(1 +WW20 + 821)(I0(p21) (3.1) 

+ 1(p21) + 

where Ii(a) = Ia( + i, + i). Clearly, if 

1, sometimes proportional alloca- A21) 

tion is at least as efficient as proportional 
allocation. We shall now present some results 
concerning the behavior of the efficiency func- 
tion 

We shall first consider the case when X is 
an arbitrary but fixed number. Then it can be 
seen that for any given X > 1, 

i) lim A21) > 1 , 

and 

ii) lim ei(X, Q21) < 1 

A21 
1 

iii) 
Q21) < 0 

for 
21 0 <821<1 

iv) > 1 such that 
elf( 

X,Q21) >0 
21 

for every 
Q21 

> A' provided 

1 1 

1-G 
t 

+1)(a2-1) 
t 

> 

2 B( ) 

v) 
el(k' Q21) 

> 1 
A21 

As a consequence of the above, we obtain the 
following result. 

Theorem 3.1 Let X > 1 be an arbitrary but 
fixed number such that 

1 ) ( X > 0 . 

X B( ' 2 

Then in (0, 1) and Q(2) > 1 such that 

el(X, = el(X, = 1 

> 1 
Q21 

< ÁÓl) 

or Q21 > Q(2) 

and 

Theorem 3.1 assures us that there exist 

A(1) between 0 and 1 and A(2) larger than 1 such 

that for each A21 < or 
A21 

> some- 



times proportional allocation is always more 
efficient than proportional allocation. 

We shall now consider the case when 021 is 

an arbitrary but fixed number less than 

- 2 - G ) or larger than (G2 - 

2 + G G2 ). Then it is easy to see that 

> 1. Further, el(X, tends to 1 el(0, A21) 

as its horizontal asymptote from below. It is 
clear that there exists such that 

el(X, Q21) 
> 1 for every X < X0. We have thus proved the 
following result. 

Theorem 3.2 Let 021 be an arbitrary but fixed 

number less than (G2 - 2 - G2 ) or 

larger than (G2 - 2 + G G2 ). Then 

a such that 

el (X0' 1 

and 

> 1 for every X < X0 . el(X, 021) 

After having obtained the above results, it 
is now possible to prove the existence of a pair 

of numbers (Xi, with Xi < such that for 

each X outside the interval (Xi, the rela- 

tive efficiency of sometimes proportional alloca- 
tion with respect to proportional allocation is 
never less than a preassigned value e < 1. The 
result is stated in Theorem 3.3 without proof. 

Theorem 3.3 Let e0 be a real number such that 

O < e0 < 1. Then < such that 

> e0 for every X outside the interval (Xi, ). 

We shall now discuss the relative efficiency 
of sometimes proportional allocation with respect 
to modified Neyman allocation which is given by 

t V(st)N 

( 921 

* 
W1W2D 

+ 2 

where 

D* = G0212 (I 1(p21)) - I 1(p21)) 

- (1 + Q21)1I0(1431)) - 1(p21)) 

The results concerning the behavior of e2(X,A21) 

can be obtained in a similar manner and are 
stated below. 
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Theorem 3.4 Let X >1 be arbitrary but 

fixed number. 0(17 in (0, 1) and A(2) >1 
such that 

001)) = = 1 

and 

e2(X, Q21) > 1 for every A01) < A21 < 
A(2) 

Theorem 3.5 Let be an arbitrary but fixed 

number such that (G2 2 G G2 ) < 

Q21 
(G2 - 2 + ). Then a such 

that 
e2(X0, 021) = 

and 

e2(ß, A21) >1 for every X > . 

Theorem 3.6 Let be a real number such that 

0 < e0 < 1. Then < such that e2(ß,, 
Q21) 

2>e0 for every X outside the interval 
(X1, 

4). 

4. Optimum choice of the level of significance 
of the preliminary test 

As we have seen in Section 3, the relative 
efficiency of sometimes proportional. allocation 
with respect to proportional allocation as also 
modified Neyman allocation depends on W1, 

and X. Generally W1 is known while 021 is not 

known. The question naturally arises concerning 
the choice of the level of significance as deter- 
mined by X. We would like to choose that value 
of X for which the relative efficiency of some- 
times proportional allocation with respect to 
either of the other two allocations is as high as 
possible. For example, if 

Q21 
is likely to be 

very much different from 1, it would seem desir- 
able to choose X as small as possible. If on the 
other hand, 021 is likely to be closer to 1, it 

would seem desirable to choose X as large as 
possible. If however, nothing is known concern- 
ing the likely range of values of 021, difficulty 

arises concerning the choice of X. Theorems 3.3 
and 3.6 provide useful results from this point of 
view. Let e0 be a real number such that 0 < e0 

< 1. Then we shall restrict our choice to those 
values of X for which the relative efficiency of 
sometimes proportional allocation with respect to 
proportional allocation or modified Neyman allo- 
cation is at least e0. Using this criterion, the 

following sets of values of X are obtained for 
different values of m. 

Within a particular set of values of X, we 
shall choose that value of X for which gain in 
efficiency of sometimes proportional allocation 
with respect to either of the other two alloca- 
tions is maximum. Using this criterion, certain 
values for X have been suggested in the last col- 



Table 1 

Sets of values of X for which the relative 
efficiency of sometimes proportional allocation 

with respect to either of the other two allocations is at least e0 

e0 Set of values of X Suggested value of X 

6 

7 

8 

9 

0.96 

0.97 

0.98 

0.98 

3.3 < < 4.0 

3.2 < <3.7 

3.1 

2.6<x<3.0 

3.3 

3.2 

3.1 

2.6 

Table 2 

Relative efficiency of sometimes proportional allocation 

X 

with 
respect to 0.4 0.7 

021 

1.0 3.0 5.0 7.0 9.0 11.0 13.0 

2.6 Proportional allocation 1.003 0.984 0.982 1.017 1.076 1.131 1.178 1.218 1.254 

Modified Neyman 
allocation 

0.992 1.004 1.009 0.990 0.990 0.993 0.995 0.997 0.998 

3.1 Proportional allocation 0.998 0.983 0.981 1.009 1.065 1.119 1.166 1.208 1.245 
Modified Neyman 

allocation 
0.991 1.008 1.012 0.986 0.983 0.986 0.990 0.992 0.994 

3.2 Proportional allocation 
Modified Neyman 

allocation 

0.993 0.978 0.976 1.004 1.058 1.111 1.158 i.198 1.235 

0.992 1.008 1.012 0.989 0.983 0.985 0.980 0.990 0.992 

3.3 Proportional allocation 0.986 0.969 0.967 0.998 1.049 1.100 1.145 1.186 1.222 

Modified Neyman 
allocation 

0.995 1.009 1.013 0.990 0.983 0.984 0.986 0.988 0.990 

of Table 1. Table 2 gives the relative effi- 
ciency averaged over W1 of sometimes proportional 

allocation with respect to proportional alloca- 
tion as also with respect to modified Neyman 
allocation for suggested values of X over a wide 
range of values of 021. 

It is seen that sometimes proportional allo- 
cation is almost as efficient as modified Neyman 
allocation. It is also seen that sometimes pro- 
portional allocation is almost as efficient as 
proportional allocation for values of 021 close 

to i while it is considerably more efficient than 
proportional allocation for values of 021 away 
from 1. 
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SOME COMPLIANCE TESTS FOR A UNIVERSITY SEGMENT 

Henry Thomassen, University of Nebraska -Lincoln 

If an individual is to improve himself, it is usually 

supposed that his environment must first be adjusted. Yet, 
when looking at the American university, people call for 
self -reform within the context of existing conditions. Is 

the university then free of environmental shackles and 

capable of rebirth at will? The findings of the study 
highlighted here suggest it is not. Instead, the university, 
or at least its school of business, seems to respond to the 
institutional and economic environment in regular fashion. 

So regular is the response, in fact, that the "compliance" 
of a single university segment with the field it faces may 

be tested against the behavioral background of a national 
sample. 

Of course, the university is a complex organization 
with many behavioral facets. The one chosen for emphasis 

here is the offering of instructional topics in various subject 
fields. This university output is thought separable from 
other outputs like library services, academic atmosphere, 

and hypothesis formulation and testing, and is judged 
distinct from the community's utilization of instructional 
offerings in the productive process called higher education. 
In addition, this particular output has the advantage of 
being quantifiable in dimensions of diversity, dominance, 
and depth. Diversity here registers the number of topics 
in a series of subject fields which a school stands ready 
to "teach" to qualified members of society. Included are 

units like principles of economics, theory of matrices, 
and regression analysis. Dominance, on the other hand, 
measures the diversity of offerings in one subject field 
(like marketing, mathematics, or accounting) relative to 
those of the school as a whole. Lastly, depth registers 

the relative frequency of topic sequences of two or 
three -or -more units linked through a strict system of 
prerequisites. 

To locate the variables in the environment upon which 
a school's diversity, dominance, and depth depend, one 
must fish in the environment with a theory. The theory 
adopted holds that the university's output is a social good. 
Offerings of instruction satisfy many individual preferences 
simultaneously and one person's enjoyment (as opposed 
to his utilization) of the output in no way reduces the 
amount available for another. So seen, no individual is 

apt to reveal his true preferences for the university's output 
nor to be willing to pay as much for the offer of instruction 
as he would if its availability to him depended upon his 
sacrifice of resources alone. By the same token, a university 
can count on no special rewards for carefully adjusting its 
output to suit the implicit preferences bf its consumers. 
Thus, as the consumer is content to pay less than his 
maximum for the presence of a university's output which 
is not ideal, so the university is satisfied and permitted to 
produce an output that caters partially but not fully to the 
populace which supports it. A wedge is then driven into 
the chain of accountability between user and producer 
such that the university wins some slack for pursuing 
objectives of its own choosing. Admittedly, supporting 
taxpayers and donors may require certain output character- 
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istics before an exchange between them and the university 
becomes possible at all. Perhaps the university must equip 
itself with fringes of research or athletics, must offer 
instruction in American Free Enterprise or in Black 
Capitalism, or must exclude Agricultural Price supports 
from discussions of farm policy. Nevertheless, with such 

basics satisfied, the responsiveness of the university will 
tend to be loose rather than rigid and categorical rather 
than specific. 

What this theory says about the university's reaction 
to environment is easily summarized. Output will be 

sensitive to forces within the school as well as without it 
and the long list of conventional influences bearing on 
preferences of individuals and groups and on public goods 
exchanges become relevant for consideration. 

Having settled on a representative of output for the 
university and a direction for locating its controls in the 
environment, the theme of response must next be confronted 
by reality. To do this, a random sample of thirty -nine 
schools has been drawn from the 1970 membership of. The 
American Association of Collegiate Schools of Business. 

Of the thirty -nine, twenty -four prove to be public, nine 
are graduate, thirteen are graduate- undergraduate, and 
seventeen are undergraduate. Furthermore, twenty -three 
are linked to universities with academic rankings in the 
nation's upper ninety -eight as measured on the Cartter scale. 

For each of the schools of the sample, catalogs give 
information sufficient to measure diversity, dominance, 
and depth of offerings. In this quantification of output, 
departmental lines are ignored and course descriptions are 

used to put offerings within one of ten conventional subject 
fields. These are accounting, marketing, management, 
finance, real estate and insurance, general business, mathe- 
matics, computer science, statistics, and economics. Of 
note, perhaps, is the fact that general business here treats 
the interaction of business with forces of demography, 
culture, politics, technology, organization, communication, 
and natural environment in social feedback systems; it 
clearly does not refer to the catch -all property of some 
misfit departments and courses. As might be expected, the 
three measures of output possess high coefficients of 
variation. Indeed, these are the coefficients which the theme 
of this study would explain by differences in setting. 

It would take too long and be too tedious to relive 
the drama of selecting proxies and testing them for service 

in the theme. Suffice it to say that the method of selection 
has been that of step -wise regression applied to those forces 
inside and outside the university which possess properties 
of "mental fit ". Using the F -test, only relationships signifi- 
cant at the 0.05 level (or better) have been saved and, using 
the t -test, only variables significant at the same level have 

been included. While superficial investigation of correlation 
matrices among inputs has lead to redefinition or rejection 
of all but one of any subset for which intercorrelation was 
obvious, no careful analysis of multicollinearity has been 
judged worthy of attempt. 



On the whole, the application of the noted procedure 
gives results which uphold the hypothesis of university 
sensitivity. The significant relationships do draw from both 
inside and outside forces as supposed and numerous (nine- 
teen) forces are required to "explain" the behavior of 
output. Indeed, the coefficients of determination for the 
response patterns, mainly in the 0.50 to 0.70 range, give 

room for additional as well as more appropriate inputs. 
Coming to specifics, diversity and dominance prove 

to be much more sensitive to conditions than does depth. 
Diversity rises with the size of the total university faculty, 
the population of the city wherein the school is located, 
the public nature of the institution, and undergraduate 
emphasis of the college. It falls with the percent of the 
population in the school's state with a high -school educa- 
tion, a suggestion that an informed and interested group 
of supporters increases pressures for university accounta- 
bility and curbs proliferation. 

Among the ten subject fields, dominance responses are 

significant in all except economics and statistics. For finance 
and computer science, only external forces matter. Finance 
offerings grow in relative frequency with total personal 
income while those in computer science rise with employ- 
ment in defense industries and with the percent of employ- 
ment in goods- producing industries in the school's home 
state. Offerings in finance are at the same time restricted 
by the home state's expenditures for education per one - 
thousand dollars of personal income. In so far as the 
positive forces are concerned, concentrations of particular 
interest groups are evidently swamping the effects of field 
proliferation that wider and more affluent consumer 
audiences bring. Simultaneously, negative influences are 

reflecting the pressure for accountability that comes with 
public awareness. In the fields of general business and 
mathematics, internal forces alone rule. Of major account 
are positive effects tying to a school's academic rank 
(Canter scale) and to its faculty quality (represented by 
salary levels). The negative influences relate to field 
diversification that comes with growth in the size of the 
school in terms of both students and faculty. In the four 
remaining subject fields, dominance responds both to 
inside and outside forces in generally interpretable fashion. 
Of special concern, nevertheless, is the negative influence 
which faculty quality has on offerings in real estate and 
insurance. Are such offerings gratifications which faculties 
take for themselves when monetary rewards are inadequate? 
If so, the faculty quality that has been associated with 
compensation levels must include activation of a strict 
perspective on higher education in business. 

Among the measures of depth, only three -or -more 
sequences are "explained" by environment. In this case, 

the relative size of the business school within the university 
acts positively while the quality of the faculty acts 
negatively. 

To test a single school's compliance with its environ- 
ment, the relationships developed from the sample can be 

applied to the relevant measure of the school's own internal 
and external circumstance. This has been done for the 
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business school of the University of Nebraska -Lincoln. 
Though Nebraska's environmentally -conditioned response 

is mainly in tune with that of the sample, its offerings in 
both finance and general business appear to be "under - 
dominant". In the case of finance, this might suggest that 
Nebraskans have an insufficient concentration of interest 
in financial aspects of business and government to swamp 

the diversification of fields that their personal income brings 
or that their University is made especially sensitive to public 
wishes by the quality of expenditures on education per 
thousand dollars of income. Furthermore, in the case of 
general business, one could say that the University's academ- 

rank is really not as high as the Canter ratings suggest 

(where it stands eighty - second) or that the salaries paid 
overstate the quality of the Nebraska faculty. However, 
recalling the speaker's affiliation, the proper interpretation 
of Nebraska's non -compliance in two instances is 

left as an exercise for the listener, and hopefully also, for 
the reader of the complete study. [1] 

REFERENCES 

[71 Thomassen, H. (1972). Some compliance tests for 
a university segment. Complete paper of which the 
foregoing is a synopsis. 



EXPECTED, DESIRED AND CUMULATIVE FAMILY SIZE 

Robert H. Weller, Florida State University 

Measuring a woman's fertility performance 
is made much more complicated than a mere count- 

ing operation by the multidimensional nature of 
this performance. The present paper represente 
an examination of three dimensions of fertility 
performance and the manner in Which they are 
interrelated as well as the extent to which 
they are associated with such demographic varia- 
bles as current age, duration of marriage, and 
age at marriage. These three aspects of fer- 
tility behavior --which certainly do not exhaust 
the universe of its dimensions --are cumulative 
family size, expected completed family size, 
and desired family size. 

The first represents the number of children 
a woman has borne by a specific point in time. 
The customary measure of cumulative family size 
is the number of children ever born. Although 
the determination of this number is a relative- 
ly straightforward matter, the use of cumula- 
tive family size presents a problem when the 
investigator wishes to analyze groups of women 
who have not completed their childbearing. It 

reflects differences in current age and may 
also contain the effects of differences in age 
at marriage, the duration of marriage, and dif- 
ferences in timing and spacing of births. Be- 
cause of the desirability of having at least 
rough controls for these factors, the research- 
er who analyzes the differences in cumulative 
family size frequently finds the cell fre- 
quences declining at an alarming rate as addi- 
tional controls are introduced. Often the in- 
vestigator must choose between controlling for 
extrademográpltic variables beliived to be cru- 
cial in their independent explanatory power and 
controlling for demographic variables whose 
intervening influence is certain to be felt in 
the cumulative family size measure, e.g., dura- 
tion of marriage, current age, and age at 
marriage.' 

One met ód of avoiding this particular pit- 
fall when studying fertility behavior is to use 
expected completed family size. This involves 
several assumptions. One is that expected com- 
pleted family size is a realistic estimate of 
the number of children a woman will have borne 
by the time she completes childbearing. Al- 
though this is often not the case with indivi- 
dual women, it is a fairly realistic assump- 
tion for aggregates of women (Westoff, Mishler 
and Kelly, 1957; Freedman, Whelpton and Camp- 
bell, 1959:218 -219; Goldberg, Sharp and Freed- 
man, 1959:376; and Whelpton, Campbell and Pat- 
terson, 1966:29). 

Expected completed family size may be deter- 
mined in several ways. One way is to determine 
the number of live births a woman already has 
experienced and add to this figure the number 
of additional children she expects to have. In 

the present study.expected completed family 
size was determined through use of the question: 
"Altogether, how many children do you expect 
to have (from this present marriage)? Please 
count those you already have plus any others you 
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expect to have in the future." Those respond- 
ents who hesitated or who did not respond in 
numerical terms were given the additional in- 
struction: "Well, just give me your best guess 
as to how many children you will have, in all." 

The third dimension of fertility behavior 
considered in the present paper is desired fami- 
ly size. This probably is the most difficult 
dimension of fertility behavior to measure unam- 
biguously, for in large part the response re- 
flects the wording of the question used as well 
as any conditions implied or explicitly stated 
by the question. The question utilized in the 
present study is quasi -retrospective as well as 
hypothetical. The respondent was asked what her 
desired family size would be if she were just 
getting married. The question is retrospective 
in that presumably a woman's response reflects 
her own experiences (and those of her spouse) 
since she married (cf. Freedman, Coombs and 
Bumpass, 1965, for a demonstration of the extent 
to which family size desires change over the 
course of marriage in response to economic and 
social contingencies as well as in response to 
fertility experience and fecundity problems). 
The question is hypothetical in that it asks 
the respondent to imagine she were just getting 
married. Moreover, there is no way of deter- 
mining what, if any, conditions and subsequent 
developments the respondent associates with this 
imagined union. 

Source of Data 
Data are taken from two representative sam- 

plea of the population of the state of Rhode 
Island. The sampling procedure employed was a 
multi- stage, area probability sample of house- 
holds. The data utilized in this study were 
obtained in the falls of 1968 and 1969 under the 
auspices of the Population Research Laboratory 
at Brown University, with a wide variety of in- 
formation being collected with respect to gener- 
al medical behavior, demographic behavior, and 
socioeconomic characteristics. A detailed dis- 
cussion of the sample's design and the objectives 
and scope of the project may be found in Bouvier 
(1971) and Organic and Goldstein (1970). 

The following analyses are limited to cur- 
rently married females ages 20 through 49 who 
have been married only once, who have not been 
sterilized, and who know of no physiological 
reason they cannot have children. Even though 
they were obtained separately, the 1968 and 1969 
samples have been combined and treated as one 
sample in order to increase the number of cases 
in the various cells. Organic and Goldstein 
(1970) have reported that the sampling technique 
utilized makes such a cumulation valid. 

Results 
The three measures of family size are pre- 

sented in Table 1. With the exception of a dif- 
ference in location between cumulative family 
size and the other two aspects of fertility be- 
havior, the overall picture is that of 



similarity between the three distributions.' 
In Table 2 it can be seen that only cumu- 

lative family size is even weakly related to the 
current age of the woman. This relationship is 
not linear, but reverses its slope soiewhat after 
age 35 -39. This suggests that cohort changes 
have been occurring in the cumulative family size 
of Rhode Island married females that are-not ful- 
ly evident in the cross -sectional data at our 
disposal. 

A similar situation is present when duration 
of marriage is considered. As duration of mar- 
riage increases, cumulative family size also in- 
creases. However, neither expected nor desired 
family size is related to the length of time the 
female has been married. A third demographic 
variable that can affect family size is age at 
marriage. It can be seen in Table 2 that the 
older the age at marriage the lower the number of 
children ever born. However, expected family 
size does not decrease with age at marriage, nor 
does the number of children desired. An excep- 
to this occurs among those females who were age 
26 or older when they married. These women de- 
sire, and expect to have, substantially less 
children than the other females. 

The relationship between expected completed 
family size and the number of children ever born 
is shown in Table 3. There is some misreporting, 
with about 2 percent of the respondents expecting 
a smaller family size than they already have. 
About 55 percent of the women report identical 
scores on the two measures, and about 43 percent 
of the women expect to have more children than 
they already have. Except in the case of child- 
less women, expected and cumulative family size 
increase together. 

When expected and cumulative family size are 
compared, the outcome is strongly associated 
with the female's current age (Table 4). The 
older the women the greater the probability that 
the expected and cumulative family size measures 
coincide. This is also true of duration of mar- 
riage. This gives additional evidence to the no- 
tion of expected completed family size as a valid 
substitute for the number of children a female 
will have borne before completing childbearing. 
Age at marriage appears unrelated to the outcome 
of the comparison between expected completed and 
cumulative family size. Although the probability 
of agreement between expected and cumulative 
family size increases with parity, the outcome of 
the comparison is not clearly relatad to either 
expected or desired family size. 

It can be seen in Table 5 that desired and 
cumulative family size tend to increase as the 
other increases. How much of this tendency is 

due to the influence of past fertility behavior 
upon family size desires and /or vice versa are 
not known. Only a longitudinal research design 
would be appropriate to deal adequately with is- 
sues like that. However, over one half of the 
women report a desired family size larger than 
their number of children ever born. About one 
seventh of the women already have a cumulative 
family size that is larger than the desired 
family size measure. This suggests that desired 
and cumulative family size may be relatively in- 
dependent. When desired and cumulative family 
size are compared, the outcome of the comparison 
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is not consistently related to any of the six 
demographic variables utilized in this study (Ta- 

ble 6). However, the older the female the great- 
er the probability she will have a cumulative 
family size larger than desired family size and 
the smaller the probability of desiring more than 
the number already born. The same types of re- 
lationship exist with respect to duration of mar- 
riage and the number of children ever born. 

When the desired and expected family size 
measures are compared, about 58 percent of the 
women expect to have the same number of children 
they would desire to have if they were just get- 
ting married. Slightly more than one sixth ex- 
pect a greater number, and the remaining 23 per- 
cent expect less. These last two categories of 
fertility behavior are of great heuristic value 
because they are indicators of the extent to which 
females do not have the number of children they 
desire. 

The first category (those expecting to have 
more children than desired) has been classified 
elsewhere as "excess fertility" (Ryder and West - 
off, 1971; and Weller and Chi, 1972). The cate- 
gory of women expecting less children than they 
would desire has been termed "deficit fertility" 
(Weller and Chi, 1972). The proportions observed 
in Table 7 are fairly close to those obtained in 
the second GAF study (Whelpton, Campbell and Pat- 
terson, 1966:52 -53) and the 1965 National Fertil- 
ity Study (Ryder and Westoff, 1971: 74). 

The demographic variable most related to 
the outcome of the comparison between expected 
and desired family size is cumulative family size. 
As the number of children ever born increases, the 
probability of excess fertility increases (Table 
8). The probability of deficit fertility decreas- 
es with parity, although not as regularly as ex- 
cess fertility increases. The probability of ex- 
cess fertility is negatively related to age at 
marriage, but bears little relationship to dura- 
tion of marriage. An exception to the latter 
statement is that women married less than 5 years 
are clearly differentiated from the other women. 
Given the cross- sectional design of the study, it 
is not known to what extent these women's behavior 
will gradually resemble the behavior of the other 
women who have had greater exposure to the marital 
experience. The number of children desired and 
the total expected completed family size seeming- 
ly are not associated with the outcome of the 
comparison between desired and expected completed 
family size. 

Conclusions 
The extent to which different scores on cum- 

ulative, desired, and expected completed family 
size are obtained for the same women suggests that 
these are relatively independent dimensions of 
fertility behavior --at least at the time of the 
interview. Of course this is less true of expect- 
ed completed and cumulative family size than of 
the two other possible relationships. With sever- 

al notable exceptions, the associations between 
the measure of each of these dimensions of fertil- 
ity behavior and the demographic variables of cur- 
rent age, age at marriage, and duration of mar- 

riage are not as strong as one would expect on a 
priori basis. This is particularly the case with 
the expected completed family size and desired 



family size. This suggests that perhaps it is 

not really necessary to control for all of these 
factors when analyzing the effects of extra -demo- 
graphic variables upon fertility behavior. 

At the same time, this investigator publicly 
wonders if the same results (and non -results) 
would have been obtained if the data had been 
collected and studied longitudinally rather than 
cross -sectionally. To understand the real rela- 
tionship between these factors, it may be neces- 
sary to select a representative sample of women 
at age n and periodically collect measures of the 
relevant variables from these women as they pro- 
gress through the life cycle. This has been 
tried on a small scale, but not with an entire 

cohort of women who are representative of the na- 
population of women. Of course it would also be 
necessary to design the study in such a way that 
an interaction between the process of obtaining 
repeated scores and the fertility measures them- 
selves would be minimized and measurable. 

A second conclusion that may be drawn is 
that fertility behavior is multi -dimensional rath- 
er than unidimensional. Hence it may be over - 
simplistic to write or speak about the relation- 
ship between variable X and fertility. Rather, 
it may prove more accurate to specify which spe- 
cific aspects of fertility behavior are under 
consideration. 

Table 1 

Moments of Measures of Fertility Dimensions 
Children 
Ever Born 

Expected 
Family Size 

Desired 
Family Size 

Mean a 2.5 3.3 3.3 
Median 2.0 3.0 3.0 
Standard 1.6 1.4 1.4 $eviation 
Skewness .9 .6 .6 

Kurtosis 2.9 3.0 3.1 
Number of Cases 396d 396d 392 
a. For computational ease, all cases in the category 6+ have been assigned 

the value 6.5. There were 11 or less for each of the variables. 
b. The measures of skewness utilized is Pearson's (modified) coefficient of 

skewness. For discussion of this measure, see Yeomans (1968): 114 -118. 

c. The amount of kurtosis in a series is measured by the fourth moment 
around its mean divided by the fourth power of the standard deviation, i.e., 

(Xi 

NS' 

Any value greater than 3 indicates a leptokurtic distribution, while 
one of less than 3 shows platykurtosis. (Yeomans, 1968: 118 -119). 

d. Includes 4 women for whom desired family size is not known. 

Table 2. Family Size and Selected Demographic Characteristics 

Age of Wife 
20 -24 

Children 
Ever Born 

Expected 
Family Size 

Desired 
Family Size 

1.0 3.3 3.3 

25 -29 2.0 3.1 3.0 

30 -34 2.4 3.3 3.4 
35 -39 3.5 3.5 3.5 

40 -44 3.1 3.1 3.5 

45 -49 2.9 2.9 2.8 

No. of Cases* 393 396 387 

Duration of Marriage 
0-2 0.4 3.3 3.4 

3-4 1.4 3.0 3.2 

5 -9 2.2 3.2 3.0 

10-14 3.3 3.4 3.3 

15+ 3.3 3.3 3.3 

No. of Cases 392 391 386 

Age at Marriage (Wife) 
517 3,3 3.4 3.2 

18 -19 2.5 3.2 3.1 

20.21 2.4 3.4 3.3 

22 -23 2.3 3.2 3.3 

24 -25 2.6 3.3 3.3 

?..26 1.5 2.0 2.8 

No. of Cases 391 391 385 

*In this and subsequent tables, those women who are not classified on one or more 
of the variables have been excluded. The number of such women can be obtained 
by subtracting the number of cases from 396, the base number of women in the 
study group. 
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Children 
Ever Born 

1 

2 

3 

4 

5 

6 -9 
No. of Cases* 
X 

Table 3 
Expected Family Size by Children Ever Born 

Expected Family Size No. of 
0 1 2 3 4 5 6 -9 Cases 

47 3.0 

58 2.3 

106 2.6 

86 3.2 
48 4.2 

23 5.0 
16 6.4 
384 

1 15 12 13 5 1 

15 19 15 8 0 1 

4 0 60 22 17 2 1 

1 0 3 62 17 3 0 

1 0 0 1 38 5 3 

0 2 20 1 

0 0 1 15 

6 16 97 112 95 36 22 

2.5 0.9 1.5 2.2 2.7 3.9 5.3 
%Expected CEB = 1.8 
%Expected CEB 55.6 
%Expected > CEB 42.6 
*For ease of presentation, those women reporting a number greater than 9 
on one of the fertility measures have been excluded from Tables 3,5,7. 

Children 
Ever Born 

1 

2 

3 

4 

5 

6 -9 

Table 5 
Desired Family Size and Children Ever Born 

Desired Family Size No. of 
0 1 2 3 4 5 6 -9 Cases 
0 0 17 14 15 4 2 52 

4 1 18 22 9 1 2 

1 1 43 14 36 2 3 

1 2 13 37 26 2 3 

2 0 10 1 28 0 4 

3 5 3 8 3 

1 3 0 4 2 6 

No. of Cases 8 5 107 93 121 19 23 

X 2.1 3.1 2.0 2.0 2.6 3.4 3.8 
%Desired CEB 14.9 
%Desired CEB 32.7 
%Desired > CEB 52.4 

Table 6 
Comparison Between Desired Family 
Ever Born by Selected Demographic 

Desired Desired 
% < CEB % CEB 

57 
100 
84 

45 
22 

16 

376 

X 
3.2 
2.8 
3.0 

3.2 
3.6 
4.2 
4.5 

Size and Children 
Characteristics. 

Desired No. of 

X> CEB Total Cases * 
A. Age of Wife 

20 -24 2.5 

25 -29 11.4 

30 -34 14.8 

35 -39 34.0 

-44 18.3 

45 -49 28.1 

No. of Cases 
B. Duration of Marriage 

0-2 0.0 

3 -4 2.0 

5 -9 10.3 

10 -14 26.8 

15+ 24.5 

No. of Cases 
C. Wife's Age at Marriage 

17 26.5 

18-19 15.9 

20 -21 17.4 

22 -23 10.4 

24 -25 14.3 

26 8.7 

No. of Cases 

8.9 88.6 100.0 79 

30.7 57.9 100.0 88 
45.9 39.3 100.0 61 

32.0 34.0 100.0 53 

42.3 39.4 100.0 71 

43.8 28.1 100.0 32 

3.8 96.2 100.0 53 

10.0 88.0 100.0 50 

38.5 51.2 100.0 78 

40.8 32.4 100.0 71 

43.8 31.7 100.0 139 

41.1 32.4 100.0 34 

37.8 46.3 100.0 82 

28.8 53.8 1000 132 

28.6 61.0 100.0 77 

45.2 40.5 100.0 42 

13.0 78.3 100.0 23 

390 

Table 6 (Cont.) 
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D <CEB D - CEB D CEB Total No. of Case, 
D. Children Ever Born 

0 0.0 0.0 100.0 100.0 52 
1 6.9 1.7 91.4 100.0 58 
2 2.0 43.1 54.9 100.0 102 
3 18.8 43.5 37.6 100.0 85 
4 28.3 60.8 10.9 100.0 46 
5 54.5 36.4 9.1 100.0 22 

6-9 68.7 31.3 0.0 100.0 16 
No. of Cases 381 
E. Expected Family Size 

0 6 

1 25.0 6.3 68.7 100.0 16 
2 3.1 36.5 60.4 100.0 96 
3 9.8 36.6 53.6 100.0 112 
4 16.0 31.9 52.1 100.0 94 
5 42.8 22.9 34.3 100.0 35 

6 -9 45.4 36.4 18.2 22 
No. of Cases 381 
F. Desired Family Size 

0 100.0 8 

1 100.0 5 

2 27.1 40.2 32.7 100.0 107 
3 6.5 40.9 52.7 100.0 93 
4 6.6 23.0 70.5 100.0 122 
5 10.5 42.1 47.4 100.0 19 

6 -9 16.0 20.0 64.0 100.0 25 
No. of Cases 379 

Table 7 
Expected Family Size and Desired Family Size 

Number of Desired Family Size No. of 
Children Expected 0 1 2 3 4 5 6 -9 Cases 

0 0 4 1 1 0 0 6 2.5 
1 4 1 6 3 1 1 0 16 1.9 
2 1 0 64 9 24 0 1 99 2.6 

3 1 2 15 70 22 1 4 115 3.1 
4 2 1 13 6 66 1 4 93 3.0 
5 0 0 6 5 5 13 5 34 4.3 

6 -9 0 1 3 0 5 2 10 21 4.7 
No. of Cases 8 5 111 94 124 18 24 384 

X 2.1 3.5 2.3 3.0 3.6 4.8 5.1 
Desired < Expected 18.7 

% Desired Expected 58.4 
Desired "'Expected 22.9 

Table 8 

Comparison Between Expected Family Size and Desired Family Size 
By Selected Demographic Variables 

Desired %Desired %Desired No. of 
A. Age of Wife Expected Expected >Expected Total Cases 

20 -24 6.2 83.9 9.9 100.0 81 

25 -29 20.2 58.5 21.3 100.0 89 

30 -34 22.6 59.7 17.7 100.0 62 

35 -39 37.0 31.5 31.5 100.0 54 

40 -44 16.7 45.8 37.5 100.0 72 

45 -49 26.5 44.1 29.4 100.0 34 

No. of Cases 392 

B. Duration of Marriage 
-2 years 5.7 84.9 9.4 100.0 53 

3 -4 2.0 72.0 26.0 100.0 50 
5 -9 24.4 60.2 '15.4 100.0 78 

10 -14 29.6 46.5 23.9 100.0 71 

15+ 24.5 43.8 31.7 100.0 139 
No. of Cases 391 
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C. Wife's Age at Marriage 
17 32.4 

18-19 17.1 
20-21 23.5 
22 -23 18.2 
24 -25 16.7 

26 4.4 
No. of Cases 

D. Children Ever Born 

0 1.9 

1 8.5 

2 9.5 
3 21.6 

4 36.2 

5 50.0 
6 -9 75.0 

Total Number of Cases 
E. Expected Family Size 

0 

1 25.0 

2 1.0 

3 15.7 
4 23.2 

5 45.7 
6 -9 63.7 

Total number of cases 
F. Desired Family Size 

0 

1 

2 33.3 

3 11.7 

4 8.8 

5 15.8 

6 -9 16.0 

Total Number of Cases 

47.0 20.6 100.0 34 

68.3 14.6 100.0 82 

55.3 21.2 100.0 132 

50.6 31.2 100.0 77 

61.9 21.4 100.0 42 
47.8 47.8 100.0 23 

390 

76.9 21.2 100.0 52 

55.9 35.6 100.0 59 

61.9 28.6 100.0 105 

54.5 23.9 100.0 88 

51.0 12.8 100.0 47 

36.4' 13.6 100.0 23 

25.0 0.0 100.0 16 
389 

6 

6.3 68.8 100.0 16 

64.0 35.0 100.0 100 

60.8 23.5 100.0 115 

69.4 7.4 100.0 95 

40.0 14.3 100.0 35 

31.8 4.5 100.0 22 

389 

100.0 8 

100.0 5 

57.7 9.0 100.0 111 

74.5 13.8 100.0 94 

52.8 8.4 100.0 125 

68.4 15.8 100.0 19 

32.0 52.0 100.0 25 

387 
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MINUTES OF THE ANNUAL MEETING OF THE SOCIAL STATISTICS SECTION 

Montreal, Canada, August 15, 1972 

The meeting was opened by Eva Mueller, the 
Chairman, at 5:30 p.m. As a result of the re- 
cent election, the list of officers for 1973 

is: 

Chairman 
Chairman -Elect 
Vice -Chairman 
Vice -Chairman 
Secretary 
Section Repre- 

sentative on the 
Board of Directors 

Section Representa- 
tive on the Council 

Publications Liaison 
Officer 

Theodore D. Woolsey 
Charles B. Nam 
Daniel G. Horvitz 
Denis F. Johnston 
Regina Loewenstein 

Evelyn Kitagawa 

Eli S. Marks 

Monroe Lerner 

Edwin D. Goldfield was reappointed Editor of 
the Proceedings. 

Suggested topics for the Annual Meeting in 

1973 included: welfare reform and income main- 
tenance, costs and effectiveness of social sta- 
tistics, social indicators, value of indices 
of cost -of- living and of unemployment, objec- 
tive methods of evaluating budgets, income dis- 
tribution, political polls, heredity and intel- 
ligence (Jensen report), surveys of victims of 
crimes, implications of undercount in 1970 Cen- 
sus, improvements of survey methodology, and 
joint meeting with Caucus for Women in Statis- 
tics about data needed to study problem of 
equal opportunity. 

The Social Statistics Section has been 
asked to recommend persons to chair and serve 
on the Committee on Social Indicators of the 
American Statistical Association. Ten persons 
were suggested by persons attending the meeting. 
The work of the Committee will first emphasize 
conceptualization, then techniques to develop 
indicators, and last evaluation of proposed so- 
cial indicators. 
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The informal sessions in the Annual Meet- 
ing that were tried for the first time this year 
were very poorly attended. Publicity in The 
American Statistician and improvement of mechan- 
ics were suggested for future years. 

The contributed papers sessions have had 
decreased attendance and little discussion of 
papers. Suggestions for improvement were: 

(1) More sessions with fewer papers to allow 
time for discussions of each paper. But atten- 
dance at each session would decrease. 

(2) Enforce a regulation of ten minutes of pre- 
sentation and five minutés of discussion of each 
paper. 

(3) Speakers to be asked to prepare a lengthy 
paper for publication and a brief paper for pre- 
sentation that will stimulate discussion. 

(4) Revise existing instructions sent to speak- 
ers. For example, stress that not more than 
four or five mathematical expressions should be 
given in any one presentation. 

1972 Officers of the Social Statistics Section 

Chairman 
Chairman -Elect 
Vice -Chairman 
Vice -Chairman 
Secretary 
Section Representative on 

the Board of Directors 
Section Representative on 
the Council 

Publications Liaison 
Officer 

Editor of Proceedings 

Eva Mueller 
Theodore D. Woolsey 
Charles B. Nam 
Sidney Goldstein 
Regina Loewenstein 

John D. Durand 

Eli S. Marks 

Karl E. Taeuber 
Edwin D. Goldfield 


